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Assessment of the Biological Effects of a Natural Extract of *Equinacea Purpurea*: An In Vitro Analysis
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Abstract: Medicinal plants have been widely used by human beings. However, sometimes the biological effects of these plants are not fully known. It is concerned that many natural medicines may contain potentially toxic ingredients and contaminants such as heavy metals. Red blood cells (RBC) and plasma proteins labeled with technetium-99m (99mTc) have several clinical applications and it has been reported that some natural products are capable of reducing the efficiency of this radiolabeling. *Equinacea purpurea* is a plant with medicinal properties. It is indicated to treatment of the inflammation in the respiratory system and in the skin. The aim of this work was to assess the effects of *Echinacea purpurea* on the labeling of blood elements with 99mTc. A freshly extract of *E. purpurea* (300 mg/10 mL) was administered to the aliquots of blood withdraw from *Wistar* rats during 1 hour. After that, samples (0.5 mL) of blood were incubated with stannous chloride (SnCl₂) and 99mTc. The blood was centrifuged and plasma (P) and RBC were isolated. P and RBC were also precipitated with trichloroacetic acid and soluble (S) and insoluble (I) fraction (F) were determined. The results have shown that the referred extract was able to reduce the radiolabeling in BC to the concentrations of: 25% (from 93.09%±3.63 to 55.17%±7.85), 12.5% (from 93.09%±3.63 to 43.22%±3.92) and to the 6.25% (from 93.09%±3.63 to 35.15%±2.36). In the light of the results the referred extract has reduced the efficiency of radiolabeling in the blood cells. We suggest that the extract may induce the generation of reactive oxygen species with oxidant properties with direct action on the labeling process. [Nature and Science, 2004, 2(1):1-5].

Key words: *Echinacea purpurea*, red blood cells, plasma proteins, technetium-99m

1 Introduction

Natural products are widely used as food or food additives, or as a substance in medicinal treatment for humans. Medicinal plants are widely used worldwide for the treatment of many diseases. Aqueous extracts of many plants are widely used in therapy as complementary medicines (Oliveira, 2003). Traditional Chinese herbal medicines (TCHM) are increasingly used throughout the Earth, as they are considered to be effective and to have few side-effects. Contaminants of TCHM include heavy metals and undeclared drugs. Biological effects of metals have been reported as the effect of the transition metals, which catalyze free radical production that can be related to aging processes and neurodegenerative diseases such as Alzheimer’s disease, Parkinson’s disease, and others (Silva, 2002). The toxicity of these contaminants and additives, and the toxic effects of the herbal ingredients have important implications during the preoperative period. The anesthetist must consider the potential for drug interactions and systemic adverse effects of these natural products (Kam, 2002). Technetium-99m (99mTc) has been the most utilized radionuclide in nuclear medicine procedures and it has also been used in basic research. Many drugs and vegetable extracts have been reported to affect the biodistribution of different radiopharmaceuticals (Early, 1995; Braga, 2000). Natural and synthetic drugs can alter the labeling of red blood cells with technetium-99m (99mTc) (Braga, 2000; Oliveira, 2003). When a radionuclide has its capability to bind to blood elements altered by natural and therapy drugs, the process of labeled red blood cells may be repeated, resulting in an additional
radiation dose to the patient (Hesslewood, 1994; Sampson, 1996).

Preparations from *Echinacea purpurea* are among the most widely used herbal medicines. Most uses of *E. purpurea* are based on the reported immunological properties. A series of experiments have demonstrated that *E. purpurea* extracts do indeed demonstrate significant immunomodulatory activities. Among the many pharmacological properties reported, macrophage activation has been demonstrated most convincingly. Phagocytic indices and macrophage-derived cytokine concentrations have been shown to be Echinacea-responsive in a variety of assays. Activation of polymorphonuclear leukocytes and natural killer cells has also been reasonably demonstrated. Changes in the numbers and activities of T- and B-cell leukocytes have been reported, but are less certain. Despite this cellular evidence of immunostimulation, pathways leading to enhanced resistance to infectious disease have not been described adequately. Several dozen human experiments including a number of blind randomized trials have reported health benefits. The most robust data come from trials testing *E. purpurea* extracts in the treatment for acute upper respiratory infection. Although suggestive of modest benefit, these trials are limited both in size and in methodological quality. Hence, while there is a great deal of moderately good-quality scientific data regarding *E. purpurea*, effectiveness in treating illness or in enhancing human health has not yet been proven beyond a reasonable doubt (Barret, 2003).

There are many applications of 99mTc-labeled red blood cells (99mTc-RBC), in cardiovascular nuclear medicine, in the detection of gastrointestinal bleeding, and in the determination of the RBC mass in patients. RBC have been labeled with 99mTc for in vitro, in vivo or in vivo/in vitro techniques (Srivastava, 1990; Bernardo-Filho, 1994; Early, 1995). Nevertheless, there is not a well established in vitro model to study the interaction of therapeutic drugs with radiopharmaceuticals. Then, we have evaluated the influence of a *E. purpurea* extract on the labeling of RBC and plasma proteins with 99mTc using in vivo and in vitro studies and the effect of this extract on the labeling of blood elements with 99mTc.

To prepare the extract it was used 360 mg of *E. purpurea* dilute in 10 mL of saline solution 0.9%. It was used the natural product from Herbarium botanical laboratory (Brazil, Rio de Janeiro, Lot10932-01/01). The solution of the referred extract was centrifuged during 5 min (1,500 rpm) and after that the aqueous phase was separated and dilutions of 50% were performed to obtain five concentrations (100%; 50%; 25%; 12.5% and 6.25), which were used in this experimental.

Samples of 0.5 mL of blood from Wistar rats were incubated with 0.1 mL of the referred extract, after that these samples were incubated with 0.5 mL of stannous chloride (1.2 µg/mL), as SnCl$_2$.2H$_2$O for 1 hour at room temperature. After this period of time, 99mTc (0.1 mL), as sodium pertechnetate, was added and the incubation continued for another 10 min. These samples were centrifuged and plasma (P) and blood cells (BC) were separated. Samples (20 µL) of P and BC were precipitated with 1 mL of trichloroacetic acid (TCA) 5% and soluble fraction (SF) and insoluble fractions (IF) were separated. The radioactivity in P, BC, IF-P, SF-P, IF-BC and SF-BC were determined in a well counter. After that, the % of radioactivity (%ATI) was calculated, as previously reported (Bernardo-Filho, 1994). A statistical analysis (Mann Whitney test, n=5) was utilized to compare the experimental data.

### 3 Results

Table 1 has shown the fixation of the radioactivity on blood elements isolated from samples of whole blood treated with *E. purpurea* extract. The analysis of the results indicates that there is a decrease (*P<0.05*) on the labeling of red blood cells. Samples of heparinized blood from Wistar Rats were incubated during 1 hour with the extract of *E. purpurea*, after that these samples were incubated for 1 hour with stannous chloride (1.2 µg/mL) and 99mTc, as sodium pertechnetate were added. These samples were centrifuged and plasma (P) and blood cells (BC) were separated. Samples (20 µL) of BC were precipitated with trichloroacetic acid (TCA) 5% and soluble (SF) and insoluble fractions (IF) were separated. The radioactivity in P, BC, SF-BC, IF-BC, SF-P and IF-P was determined in a well counter and the % of radioactivity (%ATI) was calculated. A statistical analysis (Tukey-Kramer Multiple Comparisons Test,
n=5) was used to compare the results. The values are averages ± SDs.

Table 1 Effect of E. purpurea on the labeling of red blood cells (BC), insoluble fraction of the red blood cells (IF-C) and in the insoluble fraction of the plasma (IF-P) with 99mTc.

<table>
<thead>
<tr>
<th></th>
<th>BC</th>
<th>IF-C</th>
<th>IF-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>93.09 ± 3.63</td>
<td>75.88 ± 1.81</td>
<td>69.33 ± 7.46</td>
</tr>
<tr>
<td>100%</td>
<td>91.81 ± 2.46</td>
<td>78.80 ± 2.42</td>
<td>71.63 ± 5.89</td>
</tr>
<tr>
<td>50 %</td>
<td>85.94 ± 7.51</td>
<td>77.73 ± 2.85</td>
<td>73.03 ± 4.48</td>
</tr>
<tr>
<td>25%</td>
<td>55.17 ± 7.85</td>
<td>77.15 ± 8.56</td>
<td>74.09 ± 4.03</td>
</tr>
<tr>
<td>12.5%</td>
<td>43.23 ± 3.92</td>
<td>61.97 ± 2.17</td>
<td>77.36 ± 2.85</td>
</tr>
<tr>
<td>6.25%</td>
<td>35.15 ± 2.36</td>
<td>74.76 ± 1.59</td>
<td>72.58 ± 5.74</td>
</tr>
</tbody>
</table>

4 Discussion

Extracts of medicinal can also alter the labeling of blood elements with 99mTc. We agree with Hesslewood & Leung (1994), that many reports on drug interactions with radiopharmaceuticals are anecdotal and in some instances a direct cause and effect relationship has not been unequivocally established. This fact could be diminished with the development of in vitro tests to evaluate the drug/radiopharmaceuticals interactions and the consequence for the bioavailability of the radiopharmaceuticals and the labeling of blood constituents.

There are concerns that some natural medicines may contain potentially toxic ingredients and contaminants such heavy metals (Kam, 2002). Some substances may alter the labeling of blood constituents with 99mTc (Oliveira, 2003). In this study it was verified that in the samples of *Echinacea purpurea* extract on the radiolabeling of blood elements. Diré et al. (2001) have related that chayotte extract is capable of altering the biodistribution of sodium pertechnetate. Lima et al.(2001) described that an extract of cauliflower (*Brassica oleracea*) was not capable of altering the biodistribution of the referred radiopharmaceutical. Some authors have related that natural extracts may alter the labeling of blood elements with 99mTc (Braga, 2000). In the labeling process of blood constituents with 99mTc is needed a reducing agent, and probably the stannous ion would be oxidized. In *in vitro* studies was verified that the extracts of *Thuya occidentalis* (Oliveira, 1997), *Nicotiana tabacum* (Vidal, 1998), *Maytenus ilicifolia* (Oliveira, 2000), *Syzygium jambolanum* (Santos, 2002), *Stryphnodendron adstringens* (Mart.) Coville (Costa, 2002) and *Ginkgo biloba* (Moreno, 2002), possibly, would have oxidants compounds, and the labeling of blood elements decrease in the presence of these extracts. In a research was verified that *Paullinia cupana* extract was capable of altering the radiolabeling of blood (Oliveira, 2002). In other *in vitro* study with *Fucus vesiculosus* extract was noticed that the referred extract has induced alterations on the labeling of blood elements with 99mTc (Oliveira, 2003). In an *in vivo* studies in this study it has demonstrated that the chayotte extracts were capable of altering the radiolabeling of blood elements. Similar results were observed with an extract of *Solanum melongena* (eggplant), which was capable of altering radiolabeling (Capriles, 2002). Moreno et al. (2002), eyed that in a *in vitro* study the extract of *Ginkgo biloba* altered the radiolabeling of blood elements. It was reported by Santos-Filho (2002), that the extracts of *Mentha crispa L.* (mint) were capable of altering the radiolabeling process. Braga et al. (2000), in an *in vitro* study demonstrated that *Peumus boldus* did not alter the labeling of blood elements with 99mTc similar results were observed by Santos-Filho et al. (2002) with the Kava Kava (*Piper methysticum*) extract in a *in vitro* study. Lima et al. (2002) in an *in vivo* study have shown that an extract of cauliflower (leaf) was not capable of altering the labeling of blood elements with technetium-99m. Diré et al. (2002), in an *in vitro* study eyed that the chayotte extracts were not capable of altering the radiolabeling of blood constituents. In the procedure of labeling RBC with 99mTc, the stannous and pertechnetate ions pass through the plasma membrane (Gutfilen, 1992). Then, as reported to the tobacco (Vidal, 1998) *Maytenus ilicifolia* (Oliveira, 2000), *Sechium edule* (Diré, 2001), *Mentha crispa L.* (Santos-Filho, 2002), *Paullinia cupana* (Oliveira, 2002), *Gingko biloba* (Moreno, 2002) and *Fucus vesiculosus* (Oliveira,
2003) extracts, histological alterations of red blood cells could be responsible for the modifications on the labeling of RBC with 99mTc. In this study, we observed that the extract of *E. purpurea* has been capable of altering the labeling of red blood cells to the concentrations of 25%; 12.5% and 6.25%, this results may be due to the fact that in these concentrations, the active principles may be capable of interfering strongly in the homeostasis of cell membrane. Like described by Oliveira et al., 2003 to the study of *F. vesiculosus*, the extract of *E. purpurea* could be acting in the oxireduction system or in the transport of ions through the membrane decreasing the radiolabeling process in the cells. Furthermore, we can speculate that if the chemical compounds present in these extracts could complex with these ions as a chelating agent, this fact could explain the decrease in the fixation of radioactivity on the blood elements. Diré et al. (2001), in a qualitative analysis in *vivo*, have eyed that a chayotte extract (macerated) has induced alteration on the shape of red blood cells together with alteration on the radiolabeling process. In this in *vitro* study although the morphology of the cells has not been analyzed similar to the studies which have focused the stabilizing of red blood cell membrane as well as the inducing of the generation of reactive oxygen species (ROS) as already reported to other natural product such as the *Maytenus icilifolia* (Oliveira, 2000) and *Fucus vesiculosus* (Oliveira, 2003) extracts we may suggest that a similar pattern could be observed to the effects of *E. purpurea* extract.

### 5 Conclusion

We may suggest that the *Echinacea purpurea* extract could be capable of generating of the reactive oxygen species with oxidant properties that could probably be responsible for the decreasing of the efficiency of radiolabeling of the blood cells.
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An In Vivo Evaluation of an Aqueous Extract of *Uncaria Tomentosa* on the Morphology on the Labeling of Blood Constituents with $^{99m}$Tc
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**Abstract:** *Uncaria tomentosa* (Cat’s Claw, Unha de Gato) is a commonly used medicinal plant, which has demonstrated to have antioxidant and antimutagenic properties. Blood cells (BC) labeling with $^{99m}$Tc has progressed around the world. The influence of drugs on the labeling of blood elements with $^{99m}$Tc has been reported. The purpose of this study was to examine the effect of Unha de Gato extract on the radiolabeling of blood elements with $^{99m}$Tc and on the morphology of red blood cell (RBC). Extract (32 mg/mL) was prepared with NaCl (0.9%). The extract was administered to the animals via gavage (for seven days). Blood was withdrawn and it was incubated with stannous chloride for one hour followed by the addition of $^{99m}$Tc. Plasma (P) and BC were separated. P and cell (C) were precipitated with 5% trichloroacetic acid (TCA) and soluble fraction (SF) and insoluble fraction (IF) were obtained. The percentage of radioactivity (%ATI) was determined. For the morphology the smears were evaluated and RBCs were analyzed. We can conclude that *Uncaria* extract was not capable to alter the radiolabeling of blood elements with $^{99m}$Tc and the morphology of red blood cells. We suggest that the studied natural product, may be heavily metabolized by the liver, resulting in inactive metabolites that do not alter the labeling procedure and the morphology of RBCs. [Nature and Science, 2004,2(1):6-10].

**Key words:** Unha de Gato; red blood cells; plasma proteins; technetium-99m

1 Introduction

Many plant species are used medicinally. In Brazil there are many vegetables that are traditionally used in folk medicine. *Uncaria tomentosa* (Unha de Gato) from Rubiaceae family is a plant from the Peruvian Amazon. Cat’s Claw is a commonly used medicinal plant for a variety of indications including, rheumatoid and osteoarthritis, sinusitis, rhinitis, tonsillitis, and cutaneous abscesses. It has previously been demonstrated to have immunostimulant, antioxidant, and more recently antimutagenic properties. It has been demonstrated that *Uncaria* has a potential antiviral and immunomodulating activity (Williams, 2001). The biodistribution of the radiopharmaceuticals can be altered by natural and synthetic drugs as well as the radiolabeling of blood elements with technetium-99m ($^{99m}$Tc) (Diré, 2001; Mattos, 1997, 2000, 2002; Vidal, 1998). When a radionuclide have its capability to bind to blood elements altered by drugs therapy, the process of labeled red blood cells may be repeated, resulting in an additional radiation dose to the patient (Early, 1995; Hesselewod, 1994).

$^{99m}$Tc has been the most utilized radionuclide in nuclear medicine procedures and it has also been used in basic research (Early, 1995; Gutfilen, 1996; Mattos, 2001; Saha, 1998). The wide utilized in nuclear medicine is due to its optimal physical characteristics (half-life of 6 h, gamma rays energy of 140 keV and minimal dose to the patients), convenient availability from $^{99m}$Mo/$^{99m}$Tc generator and negligible environmental impact. Nearly almost all scanning devices currently in use are optimized for detecting the electromagnetic emission from this radionuclide (Early, 1995; Hesselewod, 1994).

There are many applications of $^{99m}$Tc-labeled red
blood cells (RBC). The most important is in cardiovascular nuclear medicine, where one tries to image the heart to determine its functional status as a pump, to calculate the left ventricular function by measuring the ejection fractions, and to evaluate wall motion abnormalities. Some other applications are in the detection of gastrointestinal bleeding, and in the determination of the RBC mass in patients (Early, 1995; Hesselewwood, 1994). The labeled process with 99mTc depends on a reducing agent and stannous ion (Sn2+), mainly as stannous chloride, is usually used for this purpose (Early, 1995; Gutfilen, 1993, 1996; Hesselewwood, 1994; Saha, 1998; Sampson, 1996). When whole blood is used in the labeling of RBC with 99mTc, radioactivity is found on blood cells, however it is also bound on plasma proteins. This labeling process depends on optimal stannous chloride concentration and stannous and pertechnetate ions across the RBC membrane, probably spending energy and the radionuclide is mainly bound to hemoglobin molecule (Gutfilen, 1996; Hesselewwood, 1994; Hladik, 1987). Several of the cellular labeling steps have been well characterized. The band-3 anion transport system and calcium channels may be the ways that 99mTc and Sn+2, respectively, reach the interior of the RBC (Gutfilen, 1996; Srivastava, 1984). If one damages the RBC, one can do selective spleen imaging since damaged cells are rapidly sequestrated by the spleen. RBC has been labeled with 99mTc for in vitro in vivo or in vivo/in vitro techniques (Srivastava, 1984).

Plasma proteins (PP) have also been labeled with the referred radionuclide. 99mTc -labeled PP has been used to locate placenta, to evaluate the cardiac function and pulmonary perfusion, to determine blood volume and to study the gastrointestinal protein loss (Early, 1995; Hesselewwood, 1994).

The labeling of red blood cells with 99mTc has been influenced by patient medications, by the labeling conditions (Early, 1995; Hesselewwood, 1994; Santos, 1995) or by the presence of extracts of plants, as Paullinia cupana (Mattos, 2002), Maytenus ilicifolia (Mattos, 2000), Thuya occidentalis (Mattos, 1997), Nicotiana tabacum (Vidal, 1998), and. Nevertheless, there is not a well established in vitro/in vivo model to study the interaction of therapeutic drugs with radiopharmaceuticals (Early, 1995; Sampson, 1996; Santos, 1995). Then, we have evaluated the influence of an Uncaria extract (i) on the labeling of blood elements with 99mTc and (ii) on the morphology of RBC.

## 2 Material and Methods

### 2.1 Plant material

A commercial dried powder of Unha de Gato was obtained from the Laboratory Herbarium, Laboratório Botânico, Brazil, Lot 923661 (June, 2001 and validity June 2004). To prepare the solution which was considered like 100% it was diluted 320 mg of Uncaria into 10 mL of saline solution (NaCl 0.9%) obtained a solution 100% (32 mg/mL).

### 2.2 Animals

Male Wistar rats (200-250 g) from Universidade do Estado do Rio de Janeiro were used. The animals received a standard pellet rat diet and water, they were maintained under constant environmental conditions (22±5°C, 12 h of light/dark cycle).

In six male Wistar rats were administered 1 mL of Unha de Gato solution via oral gavage for seven days. Similarly, six other male rats were treated with normal saline to serve as control.

### 2.3 Study protocol

Samples of heparinized (0.5 mL) blood were withdrawn from animals and incubated with 0.5 mL of stannous chloride (1.2 µg/mL), as SnCl2.2H2O for 1 h at room temperature. After this period of time, 99mTc (0.1 mL), as sodium pertechnetate, was added and the incubation continued for another 10 min. These samples were centrifuged and plasma (P) and blood cells (BC) were separated. Samples (20 µL) of P and BC were precipitated with 1 mL of trichloroacetic acid (TCA) 5% and soluble fraction (SF) and insoluble fraction (IF) were separated. The radioactivity in P, BC, IF-P, SF-P, IF-BC and SF-BC were determined in a well counter. After that, the % of radioactivity (%ATI) was calculated. A statistical analysis (Mann Whitney and Kruskal Wallis tests) was utilized to compare the experimental data.

For the morphology study, the blood was collected from the same rats treated with Unha de Gato and saline solution. Blood smears were prepared, dried, fixed and staining. Five slides per rat were analyzed for a total of 60 slides. Five frames were evaluated per slide and the morphometry of the red blood cells observed in each frame was quantitatively analyzed under optical microscope by Image Pro-Plus software.

## 3 Results

Samples of whole blood from the animals (control
and treated with uncaria extract) were incubated with SnCl2 for 1h and after with 99mTcO4Na. Blood smears were prepared, dried, fixed and staining. After that, the morphology of RBC was evaluated under optical microscope (x1000) (Figure 1, 2).

Table 1 has shown the effect of uncaria (in vivo) on the labeling of red blood cells (BC), insoluble fraction of the red blood cells (IF-C) and in the insoluble fraction of the plasma (IF-P) with 99mTc. The analysis of the results indicates that the referred extract is not capable to reduce the labeling efficiency of blood elements with 99mTc.

Table 2 has shown the morphology of red cells of the blood withdrawn from animals that have received the extract (7 days), by gavage via. The analysis of the results indicates that there is no alteration in the morphometric analysis (p>0.05) when the control group was compared with the treated one.

4 Discussion

Many authors have described a great number of drugs which can be due to the causes of some diseases of red cells (Bernardo, 1994; Braga, 2000; Sampson, 1996). There are evidences that drugs can affect either radiolabeling or biodistribution of blood cells in the context of the nuclear medicine. In the literature some researches have turned their attention to in vitro testing of the drug with labeled cells (Bernardo, 1994; Braga, 2000; Hladik, 1987; Sampson, 1996).

<table>
<thead>
<tr>
<th>Sechium edule</th>
<th>BC</th>
<th>IF-C</th>
<th>IF-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>91.62 ± 3.90</td>
<td>79.50 ± 1.84</td>
<td>71.43 ± 0.37</td>
</tr>
<tr>
<td>100 %</td>
<td>97.01 ± 0.70</td>
<td>83.30 ± 0.90</td>
<td>72.70 ± 0.43</td>
</tr>
</tbody>
</table>

Figures 1 and 2  Photomicrography of blood smears prepared with samples of whole blood used to label RBC with ⁹⁹ᵐ₇₇Tc (control and treated)

Table 2  Effect of uncaria (in vivo) on the morphology of red blood cells (BC)

<table>
<thead>
<tr>
<th>Groups</th>
<th>Mean of the perimeter/area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>0.65 ± 0.04</td>
</tr>
<tr>
<td>Treated (100 %)</td>
<td>0.63 ± 0.02</td>
</tr>
</tbody>
</table>

Histological evaluations were performed with blood samples treated with Uncaria for 60 min at room temperature. Blood smears were prepared, dried, fixed and staining. After that, the morphology of the red blood cells was observed under optical microscope.
The use of natural products, as medicinal plants, is very frequent in folk medicine around the world and *Uncaria* is utilized as a therapeutic plant due to this anti-inflammatory properties such as rheumatoid and osteoarthritis, sinusitis, rhinitis, amigdalite, and cutaneous abscesses (Williams, 2001).

It has been described by our research group the effect of some natural products as *Thuya occidentalis* (Mattos, 1997), *Nicotiana tabacum*, (Vidal, 1998), *Maytenus ilicifolia* (Mattos, 2000) and *Paullinia cupana* (Mattos, 2002) on the radiolabeling of blood elements with $^{99m}$Tc. These extracts are capable to reduce this labeling procedure in *in vitro* studies.

In the present study, uncaria extract was not capable to alter the radiolabeling of blood constituents with $^{99m}$Tc like it was observed with an extract of cauliflower (leaf) (Lima, 2002). The results obtained with the quality and quantity comparison of the shape of the RBC (control and treated groups) under optical microscopy could justify the fact that uncaria extract was not capable to alter the radiolabeling procedure. In other study, Diré *et al*, 2001 has reported that chayote extract was able to alter de morphology of red cells. Thompson *et al*., 1981 studied the labeling of intact human erythrocytes with $^{99m}$Tc. The analysis of the membranes of labeled erythrocytes showed that the label bear is not due to the binding of technetium to residual hemoglobin but its binding to constituent membrane proteins demonstrating the importance of the integrity of the morphology of the cells due to radiolabeling process. We can suggest that like *Peumus bolldus* (Reiniger, 1999), the effect of uncaria could be explained by its anti-oxidant properties that can be due to the fact that uncaria may be heavily metabolized by the liver, resulting in inactive metabolites that do not alter the labeling of blood elements with $^{99m}$Tc.

Many reports about medicine plants are rarely written up in the traditional medicine literature. In order to make an accurate assessment of the impact of drugs and other factors on the biological systems additional data are required (Braga, 2000, Sampson, 1996).

### 5 Conclusion

We can conclude that *Uncaria* extract was not capable to alter the radiolabeling of blood elements with $^{99m}$Tc and the morphology of red blood cells. We suggest that the studied natural product, may be heavily metabolized by the liver, resulting in inactive metabolites that do not alter the labeling procedure and the morphology of red blood cells.
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Abstract: Nanofiltration for mixed ion systems with commercial and pore-filled membranes was studied. A modified model was proposed based on the extended Nernst-Planck equation, Donnan equilibrium, and Gouy-Chapman theory. The performance of the commercial membrane (DDS HC50) was described successfully using this model. The model was also used to predict the performance of a pore-filled membrane. The model predicted the performance of the commercial membrane but failed to describe all the observed behavior of the pore-filled membrane. [Nature and Science, 2004,2(1):11-16].
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1 Introduction

Nanofiltration (NF) is a pressure driven membrane separation process where a solute is separated from a solution under pressure through a membrane. Nanofiltration membranes are considered to be “leaky” reverse osmosis (RO) membranes and nanofiltration is under lower pressure than reverse osmosis. NF membranes have intermediate molecular weight cut-off between reverse osmosis and ultrafiltration (UF) membranes (Petersen 1993). Nanofiltration has become an important process for various applications, including pulp processing (Peterson 1993), water purification, demineralization of whey in the dairy industry (van der Horst 1995), to concentrate organics (Perry 1989), and water softening (Mika 1999), etc.

Many researchers have investigated nanofiltration for salt separations in order to properly design and predict performance using mathematical models. When mixed solutes are present, the interaction between ions becomes large and is significantly influenced by Donnan equilibrium (Josson 1980, Nielson 1994, Tsuru 1991, Rios 1996, Mika 2001, Jiang 2003). The extended Nernst-Planck equation has been extensively used to model charged membranes (Dresner 1972, Josson 1980, Buck 1984, Tsuru 1991, and Petersen 1993). The basis and limitations of the extended Nernst-Planck equation applied to ionic transport in charged membranes have been discussed.

It has not been concluded whether high performance membranes for nanofiltration have porous heterogeneous or homogeneous structures. Mathematic models have been proposed to understand nanofiltration, such as a bundle of capillaries model (Wang 1995), the Hybrid Model (Bowen 1996 and 1997), etc. For example, Bowen et al. (1997) determined that activities inside membrane pores caused by solute-solute and solute-membrane ion interactions were accounted for by the effective charge density. This model contained three structural parameters: the effective membrane thickness, the effective charge density, and the membrane pore radius. The hindrance factors were related linearly to the ratio of solute to pore radius using finite element calculation (Bowen 1996 and 1997, Dean 1987). Using single electrolyte data, they were able to correlate the dependence of the effective charge density on the bulk concentration through a Freundlich type isotherm.

Josson (1980) successfully predicted negative rejections in reverse osmosis cellulose acetate membranes using the extended Nernst-Planck equation combined with a frictional and exclusion model. He assumed that Donnan equilibrium was valid through all the membrane thickness (Helfferich 1962). Recently, Nielson and Josson (1994) tried to introduce an analytical solution to the same problem. They were able to predict negative rejection in limiting cases based on bulk solution concentration. Rios (1996) established a mathematic model for the separation of Nafion membranes by simplifying the Nernst-Planck equation...
by limiting to sufficiently high volume fluxes. Van der Horst (1995) solved the Nernst Planck equation as a difference equation. The accounted for concentration polarization due to the nature of solutes (whey permeate). Model predictions were in good agreement with the experimental data, but the parameters had limited physical significance.

In this study, the model of Josson (1994) is modified and compared to two sets of data, i.e., one is obtained from a commercial membrane (DDS HC50) and the other from a pore-filled cation-exchange membrane (Jiang 1999).

2 Model Derivations

The concentration profile across the membrane is obtained by rearranging Eq. 7 and using Eq. 2,

\[
\frac{dC_{i,p}(x)}{dx} = J_v \frac{D_{i,\infty}E}{D_{i,\infty}E} \left( a_i C_{i,p}(x) - b_{i,p} C_{i,p}^p(x) \right) - \frac{z_i FC_{i,p}}{RT} \frac{d\Psi(x)}{dx}
\]

(8)

Thus, the potential gradient is obtained as a function of the volume flux and ion concentrations,

\[
\frac{d\Psi(x)}{dx} = \frac{RT}{FE} \frac{\sum z_i \left( a_i C_{i,p}(x) - b_{i,p} C_{i,p}^p(x) \right)}{\sum z_i^2 C_{i,p}(x)} \frac{J_v}{(9)}
\]

Eq. 9 is solved using the following boundary conditions, assuming (i) the concentration of species \( i \) in the feed is equal to that on the surface of membrane on the feed side \( (x = 0) \), Eq. 10, and (ii) the concentration of species \( i \) in the permeate is equal to that on the surface of membrane on the permeate side \( (x = \lambda) \),

\[
C_{i,p}(0) = C_i^F
\]

(10)

\[
C_{i,p}(\lambda) = C_i^P
\]

(11)

where \( \lambda \) is membrane thickness (m).

The concentrations at the interfaces between the membrane and feed/permeate solutions are calculated from Donnan equilibrium,

\[
\frac{K_i}{K_{i,0}} = \left( \frac{C_{i,p}}{C_i} \right) \gamma_{i,p} \gamma_i = \exp \left( - \frac{z_i F}{RT} \Delta \Psi_D \right)
\]

(12)

where \( K_i, K_{i,0}, \gamma_i \), and \( \gamma_{i,p} \) are partition coefficient, zero partition coefficient, activity coefficient, and activity coefficient in membrane pores, respectively.

For \( n \) ions the model consists of \( (n - 1) \) coupled ODE that have to be solved numerically. The model has \( 3(n + 2) \) parameters \( (K_i, b_i, a_i, X, \lambda/E) \) which account for membrane characteristics and solute-membrane interactions. The model was solved numerically using a variable order method for still/non-stiff ODE solver, and the parameters were estimated using a nonlinear least-squares routine (Levenberg-Marquard).

For a dilute solution \((\gamma_i \approx \gamma_{i,p} \approx 1)\), Eq. 8 can be modified to account for Donnan equilibrium, Eq. 12, throughout membrane cross section when pores are assumed to exist,

\[
\frac{dC_{i,p}(x)}{dx} = \frac{J_v}{D_{i,\infty}E} \left( a_i C_{i,p}(x) - b_{i,p} C_{i,p}^p(x) \right) - \frac{z_i FC_{i,p}}{RT} \frac{d\Psi(x)}{dx}
\]

(13)

and the electrical potential is given by

\[
\frac{d\Psi(x)}{dx} \frac{RT}{FE} \frac{\sum z_i \left( a_i C_{i,p}(x) - b_{i,p} C_{i,p}^p(x) \right)}{\sum z_i^2 K_i C_i(x)} \frac{J_v}{(14)}
\]

3 Experimental

The cation exchange membranes investigated in this study were a commercial reverse osmosis membrane and a pore-filled membrane. The commercial cation-exchange membrane is DDS HC50. The HC50 is a commercial membrane that consists of polyamide layer on a polysulfone support.

The pore-filled cation-exchange membrane was fabricated as described elsewhere (Jiang 1999). This pore-filled membrane consists of a polyethylene microfiltration substrate (pore size of 0.19 um, thickness of 45 um, and porosity of 78%) fabricated by the 3M Company (St. Paul, Minnesota, USA) and the polyelectrolytes, i.e., poly(styrene-sulfonic acid) groups. The pore-filled membrane used in this study had the following characteristics: 80% of mass gain of polystyrene, 2.5% of divinylbenzene, 67% of water content, and an ion-exchange capacity of 2.2 meq/g.

The pressure-driven experiments were carried out in a reverse osmosis/nanofiltration apparatus at 25°C (Jiang 2003). The solutes used were sodium chloride, sodium sulfate, magnesium chloride, and magnesium sulfate (Aldrich, analytical grade). The water used in

http://www.sciencepub.net
this study was deionized water and carbon filtered. The concentrations of salts were measured using a Dionex ion chromatography, (Sunnyvale, California, USA).

4 Results and Discussion

This paper studied the nanofiltration performance predicted by the model developed above. The model was simplified by allowing the effective charges density to be accounted for by the zero partition coefficients. The following two sections describe the understanding of the membrane performance of separating mixed salts using an HC50 membrane and a pore-filled ion-exchange membrane.

5 Performance of HC50 Membrane

The water flux and an NaCl solution flux of the HC50 commercial membrane were measured. Fig. 1 shows the relationship between flux and pressure. It is not surprised to see that the linear relationships between the flux and the applied pressure. This is consistent with the findings of other researchers.

![Graph showing flux versus applied pressure for water (dashed curve) and a 2 mol/m³ of NaCl solution (solid curve)](image)

The HC50 membrane was used in nanofiltration with a mixed salt solution system of NaNO₃ and Na₂SO₄. Fig. 2 shows the nanofiltration results for the commercial HC50 RO membrane. Fig. 2 is obtained by plotting the coion rejection versus the flux. The curves are the rejections predicted by the model proposed above. The data points are experimental data. Two different concentration ratios were used in the test, one marked as ▲ is 1:1 NaNO₃:Na₂SO₄ and the other as △ is 1:10 NaNO₃:Na₂SO₄. As can be seen in Fig. 2, the model proposed above successfully predicted the performance of the commercial membranes, HC50.

The model predictions agree with the experimental nitrate rejection with great accuracy. The rejection greatly depends on the permeate flux. For example, the rejection of the more permeate ion (nitrate) decreases and of the less permeable ion (sulfate) increases as increasing the concentration of the less permeate ion (sulfate).

As can be seen in Fig. 2, the model is able to predict a limiting rejection at infinite flux, and the minimum in nitrate rejection at low fluxes. The parameter estimated are given in Table 1. It can be inferred that Donnan exclusion (Kio’s) dominates ion selectivity by the membrane. It is observed that the zero partition coefficient for the bivalent coion is several order of magnitude smaller that that for the monovalent coion and any counterion, which agrees with previous findings (Josson 1980). Steric effects are also shown to be important. At low flux, they are overpowered by Donnan exclusion mechanism. At higher flux, they have a greater contribution to solute transport. The values of the hindered diffusion and convection are relatively high compared to those obtained from the formulas of the ratio of solute to pore radius. But there is an agreement in that there is a greater correction in the dissuasive term than the convective term.

![Graph showing ion rejection versus permeate flux. The points (marked as ▲ and △) are experimental data and the curves are the model prediction. The nitrate concentration was kept constant (10 mol/m³)](image)

Table 1 Parameter estimates and 95% confidence intervals for membrane HC50 (NaNO₃ and Na₂SO₄)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Numerical value</th>
<th>95% Confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>K NO₃ 0</td>
<td>0.52131</td>
<td>0.04364</td>
</tr>
<tr>
<td>K SO₄ 0</td>
<td>0.00735</td>
<td>0.00052</td>
</tr>
</tbody>
</table>
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The values obtained for the hindered diffusion and convection coefficients (Table 1) were used to back calculate a pore radius as described by Bowen et al. (1996 and 1997). The results is a pore radius of approximately 0.40 nm. With this we were able to compare the calculated value of the membrane effective thickness/water content with other authors. Bowen (1996) obtained an effective membrane thickness of 165 µm. They used a pore radius of 1 nm (mild steric effects) and set the porosity to unity. Taking into account that the characterization of the same membrane with a smaller pore radius would imply higher steric effects, and consequently the effective membrane thickness should be reasonably smaller (< 25 µm), in order to obtain the same performance.

6 Performance of Pore-filled Membrane

Fig. 3 shows the relationship between flux and pressure. A non-linear relationship was observed. This is consistent with the findings of other pore-filled membranes (Mika 1995, 1997, and 1999). However, this is not consistent with the data observed above for the commercial membrane. Another observation is that the pure water flux was lower than the solution flux. This is opposite to the results obtained for the commercial membrane. This is likely due to the change in conformation of polyelectrolytes in the pore-filled membrane with changing the pressure or ion strength. If this was true, the model should be modified accordingly.

The pore-filled membranes have a particular characteristics, especially the addition of an electrolyte leads to an increase in solution flux. This performance is inconsistent with that of commercial membranes where a higher feed concentration leads to a lower flux.

Polyelectrolytes play an important role in these processes. The higher flux is due to the interactions between the electrolyte solution and polyelectrolytes gels fixed in membrane pores. When pure water is used, the interactions between charged polyelectrolyte segments repel each other and the polyelectrolyte chains are forced to extend into the pores of the membranes. As the electrolyte concentration increases, the fixed charges are neutralized by the counterions, i.e., sodium ion, known as charge screening. Higher concentration of electrolyte leads to a greater internal pressure generated by the elastic springs in membrane pores. As a result, the balance results in a constant flux when the feed concentration is increased (Jiang 2003). If the concentration increases too high, the elastic springs may break. This may a possible explanation of the enhanced flux at high feed concentration.

Fig. 3 Flux versus applied pressure for water (dashed curve) and a 2 mol/m³ of NaCl solution (solid curve)

Donnan equilibrium plays an important roll in the separation of the pore-filled membrane. The parameter estimates show the same trend as the commercial membrane. Coions have smaller ratios of activities, and counterions have larger. Nevertheless, the values are much smaller in the pore-filled membrane which means that a greater charge in the membrane groups exists, thus a greater exclusion effect. For example, the zero
partition coefficient for sodium is three lower for the pore-filled than the commercial membrane.

(A) \([\text{Na}] = 1 \text{ mol/m}^3\) and \([\text{Mg}^{2+}] = 1 \text{ mol/m}^3\) 
(B) \([\text{Na}] = 1 \text{ mol/m}^3\) and \([\text{Mg}^{2+}] = 2 \text{ mol/m}^3\).

The model proposed in this work, as well as the models mentioned in Introduction under several assumptions. First, the solution flux should decrease with increasing feed concentration (osmotic pressure) since it is a function of the intrinsic permeability of the membrane (constant) and the effective pressure. The model cannot possibly predict higher values of \(J\) with increasing bulk concentration as no charge screening effect is included.

Second, the structural properties of the membrane parameters are considered to be constant, i.e., thickness, water content, pore size, gel structure, etc. However, it was found that the parameters of pore-filled membranes may change as changing conditions such as pressure, ion strength, pH, etc., due to the nature of polyelectrolytes (Mika 1995, 1997, 1999 and Jiang 2003).

Third, the steric hindrance coefficients do not depend on pressure or solute concentration. Using the explanation for charge screening and a correlation from Table 1, the friction parameters should decrease as the pore radius increases, i.e., as ion concentration increase in the pore-filled membrane. The crosslinking of the polyelectrolyte protects the pore-filling from total collapse due to charge screening and then the flux stays constant at the higher concentrations. Nevertheless, it is evident that model fits the data properly at high fluxes.

7 Conclusion

The performance of a commercial membrane was described successfully using a modified model based on the extended Nernst-Planck equation and Donnan exclusion. The model showed agreement with results obtained by other authors. The model also was used to predict the performance of a pore-filled membranes. In this case there was insufficient data to fit the model well and the model could not describe all the observed behavior.

However, new directions to extend the membrane modeling to such phenomena are suggested. There has to be developed an effective mean to account charge screening since this interaction not only dynamically affects the pore radius and hence steric but also has an effect on the effective charge density distribution and ion partition into the membrane.

The authors acknowledge the financial support from the Natural Sciences and Engineering Research Council of Canada and the Science and Technology National Council of Mexico. Data of this work were presented at the International Conference on Membranes and Membrane Processes, Toronto, Ontario, Canada (May 1999).
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Table 2: Parameter estimates and 95% confidence intervals for pore-filled membrane (NaCl:MgCl₂)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Numerical value</th>
<th>95% Confidence interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>K Na</td>
<td>0.10020</td>
<td>0.103</td>
</tr>
<tr>
<td>K Mg</td>
<td>0.45162</td>
<td>0.377</td>
</tr>
<tr>
<td>K Cl</td>
<td>0.10218</td>
<td>0.974</td>
</tr>
<tr>
<td>b Na</td>
<td>7.98953</td>
<td>10.32</td>
</tr>
<tr>
<td>b Mg</td>
<td>10.3928</td>
<td>19.48</td>
</tr>
<tr>
<td>b Cl</td>
<td>1.00005</td>
<td>1.826</td>
</tr>
<tr>
<td>a Na</td>
<td>0.57266</td>
<td>0.688</td>
</tr>
<tr>
<td>a Mg</td>
<td>0.61570</td>
<td>0.688</td>
</tr>
<tr>
<td>a Cl</td>
<td>0.57767</td>
<td>1.127</td>
</tr>
<tr>
<td>λ/E(1e4m)</td>
<td>12.8645</td>
<td>12.56</td>
</tr>
</tbody>
</table>
Symbols

\( a \) : hindered convection parameter

\( b_i \) : hindered diffusion parameter

\( C_i \) : ion concentration in solution, mol/m\(^3\)

\( C_{i,p}(x) \) : ion concentration in pore at point \( x \), mol/m\(^3\)

\( C_X \) : membrane volumetric charge density, mol/m\(^3\)

\( D_i \) : ionic diffusivity inside the pore, m\(^2\)/s

\( D_{i,d} \) : ionic diffusivity at infinite dilution, m\(^2\)/s

\( E \) : electric potential, V

\( F \) : Faraday’s constant, 9,6487.0 C/mol

\( I \) : electrical current, C/s

\( J_i \) : ion flux based on membrane area, mol/m\(^2\)/s

\( J_v \) : volumetric solution flux, m\(^3\)/m\(^2\)/s

\( K_i \) : partition coefficient, dimensionless

\( K_{i,0} \) : zero partition coefficient, dimensionless

\( m \) : molality, mol/kg

\( n \) : total number of ions, dimensionless

\( R \) : universal gas constant, 8.314 J/mol K

\( T \) : absolute temperature, K

\( x \) : axial coordinate, m

\( z_i \) : ion valence, dimensionless

\( \epsilon \) : membrane porosity dimensionless

\( \delta \) : effective thickness of the membrane, m

\( \Theta \) : membrane electrical potential, V

\( \Theta \) : sign of the charge density of membrane
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Abstract: A simple potential runoff index (PRI) concept and its utility for distributed hydrological model is developed to compare a relative degree of potential runoff energy between different watersheds. In general, the actual response of hydrologic processes, while the time of precipitation processes from beginning to end, has closely correlations with the terrain relief on these watersheds, which usually can be expressed through a hypsometric curve. A traditional hypsometric curve was established by a linear regression analysis based on some relief data such as basin area, landform, topographical relief, drainage pattern and so on, but it absent a physically-based distributed hydrological model system and yet cannot be reflected the basin heterogeneities of topography, land cover and soil types so that only be used for local catchment area. Therefore, a new hypsometric curve based on digital elevation model (DEM) is produced in this study. In according with the new hypsometric curve a theoretical lag time of flow (TLTF) was computed, and then the PRI is defined an index which multiply TLTF by the relative catchment area, which the calculation of PRI from a grid DEM is finished automatically through GIS system using ARC/INFO functions. Furthermore, the PRI is used to estimate the potential runoff energy of several sub-basins within the Susquehanna River Basin in Pennsylvania, and the spatially distributive results of PRI are in good agreement with the historical runoff investigations. In addition, the PRI would be used to estimate a synthetic roughness (SR) of watershed, and further to analyze some correlations between SR and flood event, between runoff magnitude and soil moisture, as well as between runoff magnitude and land use or cropping pattern in agriculture, etc. [Nature and Science, 2004,2(1):17-23].

Key words: hypsometric curve; potential runoff index (PRI); distributed hydrological model; a grid DEM

1 Introduction

As well-know the topography of a basin has fundamental effects on its hydrologic response characteristics, the actual response of hydrologic processes has a closely correlation with the terrain relief in anywhere river basin, but both catchment area and landform are two crucial impact parameters (Black, 1996). The both important parameters were skillfully composed by a kind of hypsometric curve (Strahler, 1952) at the same time, which included a lot of topographical features in catchment area of the river basin and provides a visual representation of the watershed’s profile too (Jenson, 1988; Verdin, 1999). Once the hypsometric curve is as a kind of cumulative frequency distribution these geomorphologic differences in the watershed can be computed by mathematical statistical analysis of hydrology (Harlin, 1978), for example, a coefficient of skewness will exits a significance correlation with a time of hydrograph peak (Harlin, 1984).

Such a correlation parameters, however, were produced with empirical data during the past decades, and still were incapable of reflecting the reality of water flow in catchment networks until now. Moreover, a traditional hypsometric curve has been created by regression equation based on some relief data such as basin area, landform, topographical relief, drainage pattern and so on, which the hypsometric curve only be used for local catchment area and is improper to apply to distributed hydrological models directly. Consequently, a new hypsometric curve based on digital elevation model in distributed hydrologic model system is developed.

The extraction of potential runoff energy from a grid DEM is one of the essential components of most physically based distributed hydrological models. On the one hand, the spatial distribution of topographic index may be derived from the DEM of the basin
(Jenson, 1993; Quinn, 1995; Yu, 2001a). On the other hand, because land surface of study area is not a homogeneous, a basic strategy to solve this problem is to subdivide the watershed into some different relatively homogeneous parts (Ao, 1999). The main aim of this study focused on the development of a new hypsometric curve using distributed hydrological model system and the assessment of potential runoff energy in the catchment area through the PRI. Meanwhile, in order to make it suitable to handle the spatial heterogeneities of factors such as vegetation, soil properties, etc., a block-wise method use of the new hypsometric curve was proposed for runoff generation in this study.

2 Methods

2.1 Hypsometric curve

Due to hydrological properties of a basin are relative to the geological and topographical features of the ground surface, a new hypsometric curve based on digital elevation model usually describes a correlation both elevation and catchment area in river basin, which can be expressed by a general longitudinal section profile in the watershed as shown in Figure 1. For regional analytical geomorphic research, the axis is plotted as rations of each zone to the total relief or area. Thus, the hypsometric curve is defined by multinomial equation as following

\[ y = y_0 + c_1x + c_2x^2 + \cdots + c_nx^n \]  \hspace{1cm} (1)

where \( y \) is the relative height, \( y = h/H \); \( x \) is the relative area, \( x = a/A \); \( c_j \) is multinomial constant coefficient, \( 0 \leq i \leq n \), in general, \( n=3\sim5 \) (Harlin, 1978).

2.2 Theoretical lag time of flow

We assume, when a unit quantity water droplet flows along the longitudinal section profile from top to bottom in the whole hydrological processes, that the time of flowing-through period is called theoretical lag time of flow (TLTF), i.e. so-called lag time of watershed. If any one point \( x = x_0 \), on the curve of the longitudinal section profile (Figure 2), it can be written into one order integral form (Lou, 1998)

\[ \tan \theta = y' = c_1 + 2c_2x + \cdots + nc_nx^{n-1} \]  \hspace{1cm} (2)

While a unit quantity water droplet \( m \) flows down along the longitudinal section profile (impervious), the water droplet has an equilibrant equation at \( x=x_0 \), namely,

\[ mg \sin \theta - \mu mg \cos \theta = ma \]  \hspace{1cm} (3)

Where \( g \) is gravity accelerated coefficient, \( g=9.8 \) m/s\(^2\); \( a \) is a tangential acceleration at \( x=x_0 \); \( \mu \) is a
friction factor, that is as a considerable index reflecting synthetic roughness (SR) of catchment area either.

Furthermore, a horizontal component of the tangential acceleration will be expressed as

\[ a_x = \alpha \cos \theta = (g \sin \theta - \mu g \cos \theta) \cos \theta \]

\[ = g \left( \tan \theta - \frac{\mu}{1 + \tan^2 \theta} \right) \cos \theta \]  \hspace{1cm} (4)

At the moment \( t \), if the water droplet has a rate \( v_x(t) \) and moves a distance \( dx \) in a interval time, from \( t \) to \( t + dt \), the changing rate is given by

\[ dx = v_x dt \quad \text{and} \quad dv_x = a_x dt \]  \hspace{1cm} (5)

or \( dt = \frac{dx}{v_x} \) \hspace{1cm} (6)

by using (5), equation (6) becomes

\[ v_x dv_x = a_x dx \]  \hspace{1cm} (7)

and integrating equation (7)

\[ \frac{v_x^2}{2} = \int_0^t a_x dx \]  \hspace{1cm} (8)

combining equation (6) with substituting (8), thus

\[ t = \int_0^t dt = \int_0^1 dx = \int_0^1 \frac{dx}{2 \int_0^t a_x dx} \]  \hspace{1cm} (9)

In here, \( t \) is called TLTF, which the TLTF is easy to be automatically computed using Newton’s law and numerical integral method from a grid DEM in Unix Workstation System (Jenson, 1993; Yu, 2000b). Within equation (9), the gravity acceleration constant has been regularity divided by a difference from summit to outlet in the study watershed.

2.3 Potential runoff index

If that a “regular lag time” (RLT) of the watershed to be defined by a time of practical observation time divided by relative catchment area, while the actual response of hydrologic processes from summit to outlet on the river basin, the difference between TLTF and RLT exist usually a positive linear correlation, shown in reference (Saghafian, 1995). Therefore, it is possible that a simple potential runoff index (PRI) with multiply TLTF by the catchment area can be as a special index using for compare relative degree of runoff potential energy between different watersheds (Lou, 1997). The PRI is defined as follows:

\[ \text{PRI} = \text{TLTE} \times \text{catchment area} \]  \hspace{1cm} (10)

We will pay attention to that TLTF does not directly equal practical observation value (i.e. a lag time of hydrograph peak (LTHP)), but a difference between TLTF and LTHP still performs some important differences of the topographical features in different catchment area. Meanwhile, under the same condition of precipitation the short this TLTF is, the larger the potential runoff energy is, that is, the more the possibility of runoff or flood appears in the watershed.

3 A Grid DEM

For this study, the DEM was generalized to the grid. To extracted topographical features of the study area, an interactive command system called “GRID” in the ARC/INFO package performs such tasks, and the features data obtained from the ARC/INFO processing procedures are in the form of grids, which the elevation at each 3-arc second grid point was assumed to be the average elevation over a 3×3 arc-second rectangle (every grid cell is about 100 m by 100 m).

To improve accuracy for predicting hydrological responses in watershed area, a study basin will be divided into different relatively homogeneous blocks, which size of the blocks depends on the heterogeneity of topography and land cover as well as the basin scale. Each block size is comprised of numerous grid cells but this manageable block size is one in which the friction factor (i.e. SR) can be identified by different soil type or land cover. Based on the subdivision of the basin, the friction factor is calibrated for each block rather than the whole catchment, and synthetic roughness index is also calculated for each block. Through this improvement the heterogeneities of topography, land cover and soil type in a large basin can be approximated. Certainly, this subdividing method is not perfect, but it has the advantages of simplicity and flexibility in using GIS information (Gurmell, 2000).

4 Primary Application

4.1 Researching basins (Yu, 1999, 2000a, 2001b)

The area of these applications is the Susquehanna River Basin (SRB), which is 80,300 km² watershed covering portions of New York, Pennsylvania, and Maryland of the United States. The SRB flows south into the Chesapeake Bay at Baltimore, Maryland (Lakhtakia, 1998). The applicability of the new
hypsometric curve and PRI are examined in four sub-basins within the SRB, in which there are different sizes and various terrain characteristics and show in Table 1 and Figure 3.

<table>
<thead>
<tr>
<th>General description of the four sub-basins in SRB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drainage Area (km²)</td>
</tr>
<tr>
<td>--------------------</td>
</tr>
<tr>
<td>WE-38</td>
</tr>
<tr>
<td>Mt</td>
</tr>
<tr>
<td>UWB</td>
</tr>
<tr>
<td>UNB</td>
</tr>
</tbody>
</table>

Figure 3  Location map of four sub-basins in Susquehanna river basin

The Upper West Branch (UWB) watershed is a sub-basin of the SRB and located in north-central Pennsylvania with an area of 14,710 km². The watershed lies within the Appalachian Plateau Physiographic Province and is mainly covered by forest. The stream generally flows east and merges with the Susquehanna River at Williamsport, Pennsylvania. Another sub-basin of the SRB is the upper north branch (UNB) with an area of 27,518 km², which lies within the glaciated Appalachian Plateau Physiographic Province. The lower portion of the SRB is in the Appalachian Mountain section of the valley and ridge Physiographic Province. The topography in this region is controlled by a succession of narrow, step-sided ridges and valleys, trending northeast to southwest, and is prone to runoff. Detailed information on climate, soil, vegetation, topography, surface hydrologic parameters, and subsurface hydrology is provided in Yu et al (2000a). One of example is implemented in the WE-38 watershed. The WE-38 is a typical upland agricultural
sub-watershed with a catchment area of 7.29 km² in the East Mahantango Creek of the SRB. Elevation within the watershed ranges from 230 m at the watershed outlet to 490 m above sea level (msl) at the top of the watershed divided, and its dip is about 22°-30° from south to north.

4.2 Block-wises use of distributed hydrologic model

The previous generation of hypsometric curve cannot reflect the effects of catchment changes on hydrological responses, and it is incapable of analyzing general and specific hydrological processes, one of main reasons is that the friction factor of the basin has be regardless. Theoretically, since the catchment was divided into blocks by referencing different land cover and soil types in the large watershed a synthetic roughness index can be reflected, while the friction factors were identified for each block rather than the whole basin.

Through this improvement the method simplicity is maintained, the new hypsometric curve can be used to provide a tool to explore general hydrological phenomena or specific runoff processes and to assess the impacts of anthropogenic basin changes on hydrological responses. And then its use of parameters which has a physical interpretation and the representation of spatial variability in parameter values, namely, further to reflect the influences of watershed changes on hydrological responses and be utilized for analyzing hydrologic processes. In the Table 1, for further consider land cover changes and/or influences, the four sub-basins with different friction factor -- natural and spurious pits or sinks, have to be divided into different blocks while used different μ value (assuming μ=0.015-0.250, Beven, 1997).

5 Results and Discussions

The grid DEMs used for the UWB is the USGS 3-arc second data set. Due to efforts of the scale varied in space have influence to the distribution of hypsometric curve; we compare different space scale effects with grid cell sizes or grid spacing of 15m, 50m,100m and 200 m.

5.1 Effects of grid spacing

From Table 2, it seems that overall hydrological responses with various grid spacing from 15 m to 100 m give the same values both of TLTE and PRI in SRB. This is because the scale of grid size cannot change the distribution of hypsometric curve (Kalma, 1995), yet the potential runoff energy on the catchment area has not relationship with the scale of grid size in different distributed hydrologic model.

All of calculation results of PRI and relative streamflow of the catchments are shown in Figure 4. The practical application results in Susquehanna River Basin indicated that the response of runoff has marked correlation with topographical relief and that PRI compare well with the data of historical runoff record, and the relative coefficient of squared value on the chart is calculated about 0.992.

5.2 Validation of land cover

Figure 4 or Table 3 shows the calculate resu-lts of TLTE and PRI of μ=0 are larger than that of μ≠0, which reflect the storage effect of land cover in the watershed. Obviously, the land cover is a very important factor to decide runoff processes in the catchment area. In the traditional hypsometric curve, hydrologic heterogeneity-ies such as topography, land use and soil properties have been considered as homogeneous, therefore traditional
5.3 Treatment of special areas within grid DEM

Most pits are considered to be spurious, and large-scale pits are generally rare, it is, a fact that the percentage of pits in existing DEM is relatively low. We also compare the results both of original and filled terrain, the ratios of removing or filling pit is usually small than 3% of the whole grid cells in SRB, so whether or not the pits and depressions have be filled do not yield deviation significantly either (Figure 4 (c)). In fact, whatever the creating methods or data sources of available a grid DEM, such as by interpolation from contour maps, i.e. by image correlation devices from aerial photographs including satellite images and regardless of its resolution. In natural landscapes, particularly in large scale, pits and flat surfaces are relatively rare (Garbercht, 1997) but in currently available various grid spacing, about 5% of grid points are pits (limited investigation).

The PRI, however, is also considered an index of hydrologic similarity and expressed as a distribution function. Because whether any watershed has a higher PRI will depend on some elements such as climatic condition, precipitation intensity and duration etc, so that the PRI can be used to compare the relative degree between different watersheds where happening runoff.

By the way, some relative index influencing runoff such as precipitation, infiltration and soil moisture didn’t be considered in this study, but PRI still can be used to express a different potential runoff energy between different watersheds under above mentioned conditions.

6 Summary

From the foregoing discussions, we can see that topography and land cover predominantly affected the hydrological response process and pattern in a basin. The new hypsometric curve from a grid of digital elevation model had been given a simpler and efficient method to describe topographical features in the river basin, which is easy to be used for distribute hydrological modeling. Based on the new hypsometric curve the potential runoff index (PRI) is produced in this study. Under the influences of different terrain relief and relative drainage area, a PRI reflects the response of precipitation in researching watershed, and shows that the hydrologic possess and the potential runoff energy to compare with other watershed. Accordingly, through the conclusions derived from the above applications, it can be concluded that the PRI has broad applicability and can be used for different purposes; it can be applied to different catchments of

Table 2    TLTE and PRI of the Four Sub-basins in SRB

<table>
<thead>
<tr>
<th>Scale</th>
<th>TLTE</th>
<th>PRI</th>
<th>TLTE</th>
<th>PRI</th>
<th>TLTE</th>
<th>PRI</th>
<th>TLTE</th>
<th>PRI</th>
<th>TLTE</th>
<th>PRI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>15m</td>
<td>50m</td>
<td>100m</td>
<td>200m</td>
<td>15m</td>
<td>50m</td>
<td>100m</td>
<td>200m</td>
<td>15m</td>
<td>50m</td>
</tr>
<tr>
<td>WE-38</td>
<td>8.04</td>
<td>8.04</td>
<td>7.88</td>
<td>7.96</td>
<td>58.52</td>
<td>58.77</td>
<td>59.12</td>
<td>62.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mt</td>
<td>8.12</td>
<td>8.12</td>
<td>8.12</td>
<td>8.12</td>
<td>3424</td>
<td>3424</td>
<td>3424</td>
<td>3426</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UWB</td>
<td>7.77</td>
<td>7.77</td>
<td>7.77</td>
<td>7.77</td>
<td>61773</td>
<td>61771</td>
<td>61771</td>
<td>61774</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UNB</td>
<td>8.78</td>
<td>8.78</td>
<td>8.78</td>
<td>8.78</td>
<td>87942</td>
<td>87943</td>
<td>87915</td>
<td>87911</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3    Comparison of the values of TLTE and PRI

<table>
<thead>
<tr>
<th></th>
<th>M</th>
<th>TLTE</th>
<th>PRI</th>
<th>M</th>
<th>TLTE’</th>
<th>PRI’</th>
</tr>
</thead>
<tbody>
<tr>
<td>WE-38</td>
<td>0.0</td>
<td>7.99</td>
<td>59</td>
<td>0.088</td>
<td>10.15</td>
<td>74</td>
</tr>
<tr>
<td>Mt</td>
<td>0.0</td>
<td>8.12</td>
<td>3425</td>
<td>0.085</td>
<td>9.29</td>
<td>3921</td>
</tr>
<tr>
<td>UWB</td>
<td>0.0</td>
<td>7.77</td>
<td>61772</td>
<td>0.035</td>
<td>8.01</td>
<td>63712</td>
</tr>
<tr>
<td>UNB</td>
<td>0.0</td>
<td>8.78</td>
<td>87928</td>
<td>0.033</td>
<td>9.18</td>
<td>91918</td>
</tr>
</tbody>
</table>
various sizes and to simulate the hydrological response processes in a basin; it is able to applied to un-gauged basins for hydrological simulations; and it can be used as a basic tool for finding out the relationship between model parameter values and GIS information, as well as for analyzing the effects of human influences on runoff characteristics through runoff simulations.
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Abstract: The key of water quality evaluation is to establish the nonlinear relation between water quality indexes and water quality grades. Nowadays only evaluation criterion of water quality, which is expressed by interval concept, reflects this relation information during practical evaluation process. For this reason, a new model for water quality evaluation is presented based on improved ideal interval method with using accelerating genetic algorithm (IIM-WQE). Research results show that IIM-WQE is directly driven by the example series produced from evaluation criterion of water quality, and water quality relative grades computed by using all membership degrees information are regarded as evaluation results of water quality, which can avoid distorting when using the principle of maximum membership degree and can heighten precision of water quality evaluation. IIM-WQE is visual, handy and universal, which can widely be applied to different system evaluations if only evaluation criterion or samples of evaluation indexes and evaluation result values are known. [Nature and Science 2004,2(1):24-28].
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1 Introduction

Water Quality Evaluation (WQE) is to comprehensively evaluate water quality grades according to evaluation criterion of water quality and water quality indexes. It is very important to heighten the scientific level of water planning management and prevention and control of water pollution, to promote sustainable development of regional society, economy, resource and environment (Chen, 1998; Jin, 2002). Due to the incompatibility of evaluation results among individual water quality index of real water, it will lack practice for judgment of evaluate water quality grades by using evaluation criterion table of water quality directly, for this reason, many evaluation methods have been presented now. Each method has its applicability (Chen, 1998; Jin, 2000; 2001a; 2002a; 2002b; Hu, 1998). All the essences of these methods are try to describe the complex nonlinear relation between evaluation indexes and water quality grades, while nowadays only evaluation criterion of water quality which is expressed by interval concept (Chen, 1998; Hu, 1998) reflects this relation information during practical evaluation process. For this reason, in this paper a scheme of ideal interval method applied to evaluation of water quality, named IIM-WQE for short, is presented based on Yang (2003) and accelerating genetic algorithm (AGA) (Jin, 2001b; 2002a). The evaluation results of IIM-WQE continuous are real number values, so its evaluation precise is high. In the end an application case of IIM-WQE was done.

2 Establishment of IIM-WQE

Suppose evaluation criterion of water quality is \(\{(i^a, j^a), (i^b, j^b)\}, \) where \(i \) is criterion grade value of \(i\)th water quality grade \(j\)th evaluation index respectively; \(i^a, i^b\) are lower limit and upper limit of variation interval, which is named ideal interval (Yang, 2003) of \(i\)th water quality grade \(j\)th evaluation index respectively; \(n_i\) and \(n_j\) are the number of grades and evaluation indexes of water quality evaluation criterion respectively. IIM-WQE establishment procedure includes four steps as follows:

Step1: to create sample series of water quality evaluation criterion randomly and standardize them. Produce uniformly and randomly \(nu\) index sample values \(x^*(k_j)\) in the variation interval of each index, corresponding criterion grade values are \(y(k)=i;\) in order to fully reflect the importance of border values of each index in evaluation criterion, select each border value of indexes once, and corresponding criterion grade value is the average of the two criterion grades values related to this border value. Thus sample series of water quality evaluation criterion \(\{x(k_j), y(k)\mid k=1\sim n_k, j=1\sim n_j\}\) are
obtained, where \( nk \) is the number of the samples. In order to eliminate dimensional effect, and to make IIM-WQE have universality, the indexes are treated as follows:

\[
x(k, j) = x^* (k, j) / x_{\text{max}} (j) \quad (k=1~nk, \ j=1~nj)
\]

(1)

\[
a(i, j) = a^* (i, j) / x_{\text{max}} (j) \quad (i=1~ni, \ j=1~nj)
\]

(2)

\[
b(i, j) = b^* (i, j) / x_{\text{max}} (j) \quad (i=1~ni, \ j=1~nj)
\]

(3)

where \( x_{\text{max}} (j) \) is the maximum of the \( j \)th evaluation index in water quality evaluation criterion, that is \( x_{\text{max}} (j) = \max \{b(i, j)\} \).

Step 2: to compute the distance \( D(k,i) \) between criterion sample \( x(k,j) \) and ideal interval of criterion grade \( [a(i,j), b(i,j)] \):

\[
D(k,i) = \sum_{j=1}^{nj} w(j) d(k,i, j)
\]

(4)

\[
d(k,i, j) = \begin{cases} a(i, j) - x(k, j), & \text{if } x(k, j) < a(i, j) \\ 0, & \text{if } x(k, j) \in [a(i, j), b(i, j)] \\ x(k, j) - b(i, j), & \text{if } x(k, j) > b(i, j) \end{cases}
\]

(5)

where \( w(j) \) is the weight of the \( j \)th index, it can be determined by consulting expert with subjective weight and objective weight; where \( n_z \) is the number of water samples needed evaluation. Replace \( x^* (k, j) \) with \( z^* (k, j) \), put it into equations (1), and then water quality grade \( h(k) \) can be computed corresponding to evaluation example according to equations from (2) to (8).

3 Case Study

Now as is a case, rich nutrient comprehensive evaluation of lake water environment quality illustrates the process of applying IIM-WQE. Evaluation criterion of lake water environment quality (Hu, 1998) is seen in Table 1, where the left end value of ideal interval of the first water quality grade of TP, TOD, TN indexes, and the right end value of that of transparency index are determined by the authors.

| Table 1 Evaluation criterion of lake water environment quality (Hu, 1998) |
|--------------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| evaluation index   | even poor nutrition | poor nutrition | middle nutrition | rich nutrition | even rich nutrition |
| TP (µ g/L)         | [0, 1]           | [1, 4]           | [4, 23]           | [23, 110]       | [110, 660]       |
| TOD (mg/L)         | [0.00, 0.09]     | [0.09, 0.36]     | [0.36, 1.80]      | [1.80, 7.10]    | [7.10, 27.10]    |
| Transparency (m)   | [37, 74]         | [12, 37]         | [2.4, 12]         | [0.55, 2.4]     | [0.17, 0.55]     |
| TN (mg/L)          | [0.00, 0.02]     | [0.02, 0.06]     | [0.06, 0.31]      | [0.31, 1.20]    | [1.20, 4.60]     |
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According to Table 1 and step 1 of IIM-WQE modeling, evaluation criterion sample series composed of 54 sample dots from No.1 to No.54 shown in Table 2 can be gained. Transform the 54 indexes sample values \{x(k)\}_{j=1~54} to \{\gamma_j\}_{k=1~54}, \{j=1~4\} according to equations (1), scale each interval in Table 1 by using equations (2) and equations (3), each index weight is 1/4, calculate evaluation criterion grade of water quality \(h(k)\) \((k=1~54)\) by using equations from (4) to (7), put them to equations (8) with \{\gamma_j\}_{k=1~54}, solve equations (8) by using AGA, and obtain the optimum evaluation value of \(c\) which is 99.888, and the corresponding minimum of objective function \(f(c)=2.771\). Error analysis between evaluation criterion grades of water quality and grades of IIM-WQE are shown in Table 3 when \(c=99.888\). Table 2 and Table 3 show that the nonlinear relation between water quality indexes and water quality grades described by IIM-WQE is satisfied. So IIM-WQE can be used to evaluate rich nutrition grades of the five lake water quality, its result is shown in Table 4, where the evaluation results of other methods are also listed. Table 5 shows the distances and membership degree values between lake water quality samples and ideal intervals of criterion grades.

### Table 2  Comparison results between evaluation criterion samples of water quality and values of IIM-WQE

<table>
<thead>
<tr>
<th>No.</th>
<th>water quality index</th>
<th>water quality grade</th>
<th>IIM-WQE</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP</td>
<td>TOD</td>
<td>transparency</td>
<td>TN</td>
</tr>
<tr>
<td>(μ g/L)</td>
<td>(mg/L)</td>
<td>(m)</td>
<td>(mg/L)</td>
</tr>
<tr>
<td>----</td>
<td>---------------------</td>
<td>---------------------</td>
<td>---------</td>
</tr>
<tr>
<td>1</td>
<td>0.658</td>
<td>50.857</td>
<td>1.000</td>
</tr>
<tr>
<td>2</td>
<td>0.559</td>
<td>42.650</td>
<td>1.015</td>
</tr>
<tr>
<td>3</td>
<td>0.106</td>
<td>67.902</td>
<td>1.009</td>
</tr>
<tr>
<td>4</td>
<td>0.978</td>
<td>42.207</td>
<td>1.010</td>
</tr>
<tr>
<td>5</td>
<td>0.646</td>
<td>47.659</td>
<td>1.015</td>
</tr>
<tr>
<td>6</td>
<td>0.078</td>
<td>73.851</td>
<td>1.010</td>
</tr>
<tr>
<td>7</td>
<td>0.742</td>
<td>54.876</td>
<td>1.013</td>
</tr>
<tr>
<td>8</td>
<td>0.607</td>
<td>54.330</td>
<td>1.011</td>
</tr>
<tr>
<td>9</td>
<td>0.142</td>
<td>43.305</td>
<td>1.000</td>
</tr>
<tr>
<td>10</td>
<td>0.316</td>
<td>48.395</td>
<td>0.008</td>
</tr>
<tr>
<td>11</td>
<td>1.000</td>
<td>37.000</td>
<td>0.020</td>
</tr>
<tr>
<td>12</td>
<td>2.790</td>
<td>14.496</td>
<td>0.040</td>
</tr>
<tr>
<td>13</td>
<td>3.862</td>
<td>18.619</td>
<td>0.049</td>
</tr>
<tr>
<td>14</td>
<td>3.569</td>
<td>12.537</td>
<td>0.055</td>
</tr>
<tr>
<td>15</td>
<td>1.816</td>
<td>14.218</td>
<td>0.034</td>
</tr>
<tr>
<td>16</td>
<td>3.011</td>
<td>29.132</td>
<td>0.057</td>
</tr>
<tr>
<td>17</td>
<td>1.060</td>
<td>25.247</td>
<td>0.059</td>
</tr>
<tr>
<td>18</td>
<td>3.368</td>
<td>33.033</td>
<td>0.034</td>
</tr>
<tr>
<td>19</td>
<td>3.842</td>
<td>20.456</td>
<td>0.036</td>
</tr>
<tr>
<td>20</td>
<td>3.889</td>
<td>19.787</td>
<td>0.058</td>
</tr>
<tr>
<td>21</td>
<td>3.414</td>
<td>18.595</td>
<td>0.033</td>
</tr>
<tr>
<td>22</td>
<td>4.000</td>
<td>12.000</td>
<td>0.060</td>
</tr>
<tr>
<td>23</td>
<td>21.883</td>
<td>8.447</td>
<td>0.165</td>
</tr>
<tr>
<td>24</td>
<td>10.488</td>
<td>2.943</td>
<td>0.196</td>
</tr>
<tr>
<td>25</td>
<td>13.009</td>
<td>9.719</td>
<td>0.197</td>
</tr>
<tr>
<td>26</td>
<td>9.853</td>
<td>6.878</td>
<td>0.255</td>
</tr>
<tr>
<td>27</td>
<td>9.925</td>
<td>6.177</td>
<td>0.079</td>
</tr>
</tbody>
</table>

### Table 3  Error analysis between evaluation criterion grades of water quality and grades of different models

<table>
<thead>
<tr>
<th>Evaluation method</th>
<th>percent of absolute error falling the following range (%)</th>
<th>mean absolute error</th>
<th>mean relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>pp method[^5]</td>
<td>[0, 0.1] 45.00%  [0, 0.2] 48.00%  [0, 0.3] 51.00%  [0, 0.4] 54.00%  [0, 0.5] 57.00%  [0, 0.6] 60.00%</td>
<td>100.00% 0.15%</td>
<td>7.74%</td>
</tr>
<tr>
<td>interpolation method[^6]</td>
<td>[0.1, 0.2] 45.00%  [0.2, 0.3] 48.00%  [0.3, 0.4] 51.00%  [0.4, 0.5] 54.00%  [0.5, 0.6] 57.00%</td>
<td>100.00% 0.05%</td>
<td>1.58%</td>
</tr>
<tr>
<td>IIM-WQE</td>
<td>[0.1, 0.2] 45.00%  [0.2, 0.3] 48.00%  [0.3, 0.4] 51.00%  [0.4, 0.5] 54.00%  [0.5, 0.6] 57.00%</td>
<td>100.00% 0.05%</td>
<td>2.65%</td>
</tr>
</tbody>
</table>
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Table 4 Computed grades of five lakes water quality by using different model

<table>
<thead>
<tr>
<th>Lake</th>
<th>TP (μg/L)</th>
<th>TOD (mg/L)</th>
<th>Transparency (m)</th>
<th>TN (mg/L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hangzhou Xi Lake</td>
<td>130</td>
<td>10.30</td>
<td>0.35</td>
<td>2.76</td>
</tr>
<tr>
<td>Wuhan Dong Lake</td>
<td>105</td>
<td>10.70</td>
<td>0.40</td>
<td>2.00</td>
</tr>
<tr>
<td>Qinghai Lake</td>
<td>20</td>
<td>1.40</td>
<td>4.50</td>
<td>0.22</td>
</tr>
<tr>
<td>Chao Lake</td>
<td>30</td>
<td>6.26</td>
<td>0.25</td>
<td>1.67</td>
</tr>
<tr>
<td>Dian Lake</td>
<td>20</td>
<td>10.13</td>
<td>0.50</td>
<td>0.23</td>
</tr>
</tbody>
</table>

Table 5 Distance and membership degree values between lake water quality samples and ideal intervals

<table>
<thead>
<tr>
<th>Lake</th>
<th>distance between lake water quality samples and ideal intervals of criterion grades</th>
<th>membership degree values between lake water qualities samples and ideal intervals of criterion grades</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hangzhou Xi Lake</td>
<td>0.416 0.326 0.259 0.123 0.000</td>
<td>0.000 0.000 0.000 0.000 1.000</td>
</tr>
<tr>
<td>Wuhan Dong Lake</td>
<td>0.369 0.278 0.212 0.077 0.002</td>
<td>0.000 0.000 0.000 0.000 0.999</td>
</tr>
<tr>
<td>Qinghai Lake</td>
<td>0.140 0.050 0.000 0.017 0.153</td>
<td>0.000 0.006 0.838 0.156 0.000</td>
</tr>
<tr>
<td>Chao Lake</td>
<td>0.282 0.191 0.125 0.027 0.038</td>
<td>0.000 0.000 0.000 0.759 0.241</td>
</tr>
<tr>
<td>Dian Lake</td>
<td>0.235 0.144 0.083 0.034 0.087</td>
<td>0.000 0.000 0.007 0.988 0.005</td>
</tr>
</tbody>
</table>

4 Conclusion

In order to describe the nonlinear relation between water quality indexes and water quality grades, a new method for water quality evaluation based on improved ideal interval method and accelerating genetic algorithm (IIM-WQE) is presented. IIM-WQE belongs to non-function model evaluation methods, its evaluation process is directly driven by sample series produced from water quality evaluation criterion, which overcomes the difficulty how evaluation function relation between evaluation indexes and evaluation grades is reasonably structured. The results of IIM-WQE are of real values, high precision. IIM-WQE is visual, handy and universal, which can widely be applied to system evaluation of evaluation criterion or evaluation indexes and comprehensive evaluation values are known.
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Technique of Animal Clone
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Abstract: Animal clone as an exciting but criticized topic technique in the life science is extracting the whole human community’s attention. Even with ethnic and safety concern, nobody can prevent the development of the animal clone science. This article is describing the principle techniques for the animal clone as the reference for the scientists and anyone who is interested in this field. [Nature and Science, 2004, 2(1):29-35].
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1 Introduction

Clone is a hot topic but the definition of clone sometimes is confused. Here are the several reasonable explanations for the clone:

As a none:
(1) A cell, group of cells, or organism that is descended from and genetically identical to a single common ancestor, such as a bacterial colony whose members arose from a single original cell.
(2) An organism descended asexually from a single ancestor, such as a plant produced by layering or a polyp produced by budding.
(3) A DNA sequence, such as a gene, that is transferred from one organism to another and replicated by genetic engineering techniques.
(4) Individual organisms that arise asexually from the somatic, or body, cells of the parent rather than from the specialized sexual cells.

As a verb:
(1) To make multiple identical copies of (a DNA sequence).
(2) To create or propagate (an organism) from a clone cell.
(3) To reproduce or propagate asexually.
(4) To produce a copy of one thing.

According to the report of American Cable News Network (CNN) on 2 February 12, 2004, South Korean researchers reported they have created human embryos through cloning and extracted embryonic stem cells, the universal cells that scientists expect will result in breakthroughs in medical research. But, it is illegal to clone human cells in the United States and the offense is punished in Michigan of USA with $1 million fine and 10 years in jail. However, it is legal to study the animal clone.

Seventy years ago, cloning was a work used mainly in plant research and application. Now, the clone can be done in all the kinds of living things, including human being. Cloning creates a genetically identical copy of an animal or plant. Transgenic animal and clone for the study of gene regulation and expression has become commonplace in the modern biological science now (Pinkert, 1999). The sheep Dolly was the world's most famous clone animal, but it was not the first one. Many animals - including frogs, mice, sheep and cows had been cloned before Dolly. Plants have been often cloned since ancient people. Human identical twins are also clones. Dolly was the first mammal to be cloned from an adult cell, rather than an embryo. This was a major scientific achievement of Dolly, but also raised scientific and ethical concerns. Since Dolly was born in 1996, many other animals have been cloned from adult cells, such as mice, pigs, goats and cattle, etc. Cloning by interspecies nuclear transfer offers the possibility of keeping the genetic stock of those species on hand without maintaining populations in captivity (Lanza, 2002), but also possibly creates the risk of biological calamity.

Recent years, many various species and cells from which viable somatic cell were cloned offspring have been produced. Production of mammals by nuclear transfer has become a useful tool for propagating valuable animals and can be used as a method to produce genetically modified animals (Niemann, 2003). But, the use of the technology has been limited because of the low survival rate of fetuses during the last trimester of gestation and compromised postnatal health of the offspring. There are many factors for the inefficiencies not fully understood, which may be
related to many factors such as the oocyte-donor cell interaction, the stage of the donor cell cycle, inadequate placentation, inappropriate or incomplete nuclear reprogramming following nuclear transfer, and the type of donor cell used. Now, the high rate of fetal loss in the third trimester and the increased calf loss in the first month of life in clones compared with conventional pregnancies and calves are primary limitations for the widespread application of this technology (McEvoy, 2003).

The stage of the donor cell cycle is a major factor in the success of nuclear transfer in mammals. Quiescent donor cells arrested in the G0 or G1 stage of the cell cycle have been used to produce cattle, pigs, mice, and sheep. Methods of arresting cells in this phase of the cell cycle have been explored using reversible cycle inhibitors, however, serum starvation is often used as a donor cell treatment prior to nuclear transfer (Gibbons, 2002).

Gene therapy can be defined as the deliberate transfer of DNA for therapeutic purposes. Many serious diseases such as the tragic mental and physical handicaps caused by some genetic metabolic disorders may be healed by gene transfer protocol. Gene transfer is one of the key factors in gene therapy (Matsui, 2003), and it is one of the key purposes of the clone.

This article will describe the technique of the animal clone.

2 Materials and Methods

2.1 Cell preparation and culture

A primary cell line is isolated from a mature animal (such as a sheep). After isolated, cells are washed in Dulbecco minimal essential medium (DMEM) supplemented with 10% fetal calf serum (FCS) and 1% (v/v) penicillin/streptomycin, and the cells are seeded into six-well culture plates following typical cell culture techniques. Following the first passage, cells are grown to confluence and frozen in DMEM-F12 supplemented with 20% FCS and 10% dimethyl sulfoxide. After thawing, cells are cultured in DMEM supplemented with 10% FCS and 1% (v/v) penicillin/streptomycin to approximately 80% confluence (passages 2–5). Approximately half of the cells are allocated to be treated with culture medium containing 15 μM roscovitine (for approximately 24 hours prior to nuclear transfer), and the remaining cells are cultured with medium supplemented with 0.5% FCS (for 72 hours prior to nuclear transfer). The roscovitine-treated cells are exposed to the inhibitor throughout the nuclear transfer process. Donor cells to be submitted for flow cytometry sorting are trypsinized, centrifuged, and resuspended in 1 mL of physiological buffered solution (PBS). Cells are first incubated with DNase-free RNase A for 30 min at 37°C, then with 1 mg/mL propidium iodide for 10 min at 25°C before being processed on the flow cytometer (Campbell, 1999).

2.2 Oocyte preparation and nuclear transfer

Recipient oocytes are washed and selected after they are removed from animal. Only oocytes that have a homogenous cytoplasm and at least three layers of cumulus cells are selected for in vitro maturation. In vitro maturation medium consisted of tissue culture medium (TCM 199) supplemented with 10% FCS, 50 μg/mL sodium pyruvate, 1% penicillin/streptomycin (v/v), 1 mg/mL recombinant insulin-like growth factor 1, 0.01 U/mL bovine luteinizing hormone (LH), and 0.01 U/mL bovine follicle-stimulating hormone (FSH). Selected oocytes are placed in 0.5 mL of maturation medium overlaid with mineral oil (0.4 mL) and incubated for 16–18 hours at 37°C in 5% CO2 and air. After maturation, oocytes are vortexed to remove expanded cumulus cells and stained with Hoechst 33342 (2 μg/mL) for the observation of DNA (chromatin). To make sure the enucleation, ultraviolet light is used to check DNA located in the polar body and the metaphase plate. Donor cells are trypsinized, pelleted, and resuspended in DMEM supplemented with either 0.5% FCS (serum starved) or 10% FCS and 15 μM roscovitine prior to transfer into recipient oocytes. Donor cells (one per oocyte) are microsurgically placed into the perivitelline space evacuated during enucleation, ensuring intimate contact between the donor cell and the recipient oocyte (Houdebine, 2003).

2.3 Nuclear transfer unit fusion and activation

The donor cell and recipient cytoplasm of the nuclear transfer couplet are fused approximately 22–24 hours postmaturation by a single direct electrical pulse (40 V) delivered through needle-type electrodes. Fusion took place in Zimmermann cell fusion medium by placing an electrode on each side of the nuclear transfer couplet (approximately 0.15 mm apart) and arranging the couplet so that the 20 μsec pulse is delivered perpendicular to the shared membrane space
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of the donor cell/cytoplasm. A sample of couplets is examined 1 hour after the pulse to determine fusion efficiency. Activation of the couplets is performed beginning 2 hours after fusion as described previously, using TCM 199 plus 1.0% FCS supplemented with cytochalasin B (5 µg/mL), cycloheximide (10 µg/mL), and calcium ionophore (5 mM) for 10 min followed by TCM 199 plus 10.0% FCS supplemented with only cytochalasin B (5 µg/mL) and cycloheximide (10 µg/mL) for 1 hour in 5.0% CO₂ and air. A 5-hours culture period in TCM 199 plus 10.0% FCS and cycloheximide (10 µg/mL) alone is conducted under low oxygen tension (5.0% CO₂, 5.0% O₂, 90.0% N₂). Following activation, reconstructed embryos are cultured in BARC medium under low oxygen (5.0%) for 7 or 8 days (Chesne, 2002; Faurie, 2003).

2.4 Embryo transfer

Embryos that reaches the blastocyst stage are transferred into recipient animals approximately 7 days after synchronized estrus. One or two embryos per recipient are nonsurgically introduced into the uterine horn ipsilateral to the ovary containing a palpable corpus luteum. Pregnancy evaluation is performed using transrectal ultrasound approximately 21 days following embryo transfer (Day 28 of gestation). Recipients diagnosed as pregnant are evaluated weekly until approximately 100 days of gestation and then monthly thereafter to study fetal development. During the last month of gestation, recipients are monitored several times each week through palpation to evaluate the health of fetus. Recipients that are ketotic in the third trimester are treated with standard protocols, including a higher protein ration and propylene glycol (De Sousa, 2002).

2.5 Calving

Calving is done with a standing surgical route on approximately day 272 of gestation. Parturition induction began approximately 36 hours before scheduled cesarean section with 5 mg/kg of dexamethasone (3 i.m. injections every 12 hours) supplemented with 25 mg of prostaglandin (i.m.) at the time of the second steroid injection. If meconium is present at the time of delivery, a more aggressive approach (either via coupage or active suction) is adopted, consisting of multiple attempts to remove fluid from the lungs. Animals are given nasal oxygen at 2–10 l/min depending upon blood gas values. Plasma (e.g., 2 l/calf, i.v.), antibiotics, and colostrum (10%–15% of body weight, either by suckling or stomach tube) are given in the first 4 hours of life. More aggressive treatments (e.g., surfactant, inhaled steroids, bronchial dilators) are administered on a per case basis. The umbilicus is surgically removed to for the infection prevention. Animals are bottle-fed and weaned at several weeks of age following standard animal husbandry practices (Kishi, 2000; Heyman, 2002).

2.6 Cell lines

The adult cell line can be derived from a surgical excisional biopsy. Thin tissue sections are cut into 1- to 3-mm pieces with a sharp surgical blade, and explants are transferred into 25-mm2 flasks containing Dulbecco's modified Eagle's medium (DMEM-F12) + 10% fetal bovine serum (v/v) + 1% penicillin/streptomycin (v/v) (10 000 U/mL penicillin G, 10 000 µg/mL streptomycin) and then cultured at 37°C in air containing 5% CO₂. When confluence is achieved at 14 days, cells are trypsinized for 5 min, and total cell count is determined using a Coulter counter. The recovered cells are centrifuged, and the pellet is resuspended at a concentration of 1 million cells per mL. Aliquots are either frozen in DMEM-F12 containing 10% dimethyl sulfoxide (DMSO) before storage at -80°C, or 250000 cells are transferred into a new 25-mm2 flask. As confluence is approached, the cells are passaged by trypsinization and again counted. The mean population doubling time for the first three passages (24 days in culture) could be 44 hours. A Day 40 fetus cloned from the adult cell line is surgically removed from the recipient cow's uterus. The head and viscera are removed, and the remainder of the fetal tissue is sliced into 2- to 5-mm pieces. These explants are then cultured as above. The mean population doubling time for the first eight passages (44 days in culture) could be 27.4 hours (Arat, 2001; Zakhartchenko, 1999).

2.7 Nuclear transfer

Recipient oocytes could be slaughterhouse-derived from predominantly Brahman-cross cattle and matured for 17 hours in Medium 199 supplemented with 10% fetal calf serum, FSH (0.1 U/mL), LH (0.1 U/mL), estradiol (1 µg/mL), pyruvate (28 µg/mL), EGF (0.05 µg/mL), and 1% penicillin streptomycin. The cumulus-oocyte complexes are vortexed at 17 hours postmaturation (hpm) for 1–2 min, and then the oocytes are washed, placed in 0.05% Pronase E (w/v) for 3 minutes, and held in Medium 199 + 10% FCS (Zakhartchenko, 1999; Kuhholzer, 2001).

2.8 Enucleation
Oocytes are enucleated at 19 hpm. Before enucleation, oocytes are placed for 15 minutes in Hepes-buffered synthetic oviductal fluid (H-SOF) with 4 mg/mL BSA that contained 7.5 μg/mL cytochalasin B and 5 μg/mL Hoechst 33342. At this time, oocytes are selected for presence of a polar body and homogeneous cytoplasm. Suitable oocytes are enucleated in H-SOF with 7.5 μg/mL cytochalasin B using a beveled 25-μm outside-diameter glass pipette. Only oocytes in which the removal of both the polar body and metaphase nucleus is confirmed by observation under UV light are included in the experiment. Oocytes are then randomly allocated to be combined with either adult or fetal fibroblasts (Oback, 2003).

2.9 Donor cells

Serum starvation of donor cells is achieved by culture in DMEM/F12 + 0.05% FCS for 1–5 days before nuclear. Fibroblasts are prepared by trypsinization of early-passage adult (passage [P] 3–4; Days 13–24 in culture) and fetal (P 3–4; Days 11–21 in culture) cells at 60–80% confluence (Clark, 2003).

2.10 Combining donor and recipient cells

Fibroblasts of median diameter are combined with enucleated oocytes in 7.5 μg/mL cytochalasin B in H-SOF using a 30-μm outside-diameter glass pipette, then returned to Medium 199 + 10% FCS. The oocyte-fibroblast couplets are manually aligned and fused in a 3.2-mm fusion chamber that contained Zimmerman cell fusion medium using 2 × 20-μsec 1.6-kV/cm DC fusion pulses delivered by a BTX Electrocell Manipulator 200 (BTX, San Diego, CA). Oocyte activation is performed 3–5 hours after fusion at 27 hpm, by a 4-min incubation in 5 μM ionomycin followed by 4 min in 3% BSA in Tyrode’s lactate-Hepes and 4 min in H-SOF. Fusion is assessed at this time by light microscopy before transfer into 100 μM butyrolactone-I in SOF for 4 hours followed by transfer to Charles Rosenkraus medium #1 with added amino acids (CR1aa) + 10% FCS with buffalo rat liver coculture for 7 days (Zhu, 2002).

2.11 Embryo development

Embryos are classified as blastocysts according to their morphology on Day 7 or Day 8 following NT. Two or three blastocysts are nonsurgically transferred when synchronized recipients are available. Pregnancy status is assessed by transrectal ultrasonography (Aloka 500, 5-MHz transducer; Aloka Co., Tokyo, Japan) at 30 days post-nuclear transfer and confirmed 10 days later, with pregnant recipients rechecked every 2 weeks (Hill, 2000).

2.12 Microsatellite analysis

The genomic DNA is compared between adult animal tissue, fibroblasts from the regenerated fetus, and blood from the newborn animal (Taverne, 2002).

Briefly, the protocol of animal clone by nuclear transfer could be summarized in Figure 1, and composition of various useful base Media are given in Table 1.

![Figure 1. Animal Clone by Nuclear Transfer](http://www.sciencepub.net)
Table 1. Composition of Various Base Media (mg/L)

<table>
<thead>
<tr>
<th>No.</th>
<th>Components</th>
<th>IMDM</th>
<th>Mosier</th>
<th>Ham’s F-12</th>
<th>RPMI 1640</th>
<th>Medium 199</th>
<th>DMEM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Inorganic Salts</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>CaCl₂</td>
<td>165</td>
<td>99.1</td>
<td>33.2</td>
<td>200</td>
<td>200</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Ca(NO₃)₂·4H₂O</td>
<td></td>
<td></td>
<td></td>
<td>100</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>CuSO₄·5H₂O</td>
<td>0.00125</td>
<td>0.0025</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Fe(NO₃)₃·9H₂O</td>
<td>0.72</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>FeSO₄·7H₂O</td>
<td>0.415</td>
<td>0.83</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>KCl</td>
<td>330</td>
<td>276.8</td>
<td>223.6</td>
<td>400</td>
<td>400</td>
<td>400</td>
</tr>
<tr>
<td>7</td>
<td>KNO₃</td>
<td>0.076</td>
<td>0.038</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>MgCl₂</td>
<td>28.61</td>
<td>57.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>MgSO₄</td>
<td>98</td>
<td>49</td>
<td>48.84</td>
<td>98</td>
<td>97.67</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>NaCl</td>
<td>4500</td>
<td>6049.5</td>
<td>7599</td>
<td>6000</td>
<td>6800</td>
<td>6400</td>
</tr>
<tr>
<td>11</td>
<td>NaHCO₃</td>
<td>3024</td>
<td>2100</td>
<td>1176</td>
<td>2000</td>
<td>2200</td>
<td>3700</td>
</tr>
<tr>
<td>12</td>
<td>Na₂HPO₄</td>
<td>71</td>
<td>142</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Na₂HPO₄·H₂O</td>
<td>125</td>
<td>62.5</td>
<td></td>
<td>140</td>
<td>125</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>NaSeO₃</td>
<td>0.017</td>
<td>0.0085</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>ZnSO₄·7H₂O</td>
<td>0.43</td>
<td>0.96</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Amino Acids</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Ala</td>
<td>25</td>
<td>16.95</td>
<td>8.9</td>
<td>25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Arg-HCl</td>
<td>84</td>
<td>118</td>
<td>211</td>
<td>200</td>
<td>70</td>
<td>84</td>
</tr>
<tr>
<td>18</td>
<td>Asn</td>
<td>25</td>
<td>49.5</td>
<td>15</td>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Asp</td>
<td>30</td>
<td>21.5</td>
<td>13</td>
<td>20</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Cys-HCl·H₂O</td>
<td>17.5</td>
<td>35</td>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Cystine-2HCl</td>
<td>91.2</td>
<td>45.6</td>
<td>65</td>
<td>26</td>
<td>63</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Cytidine</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Glu</td>
<td>75</td>
<td>60.35</td>
<td>14.7</td>
<td>20</td>
<td>75</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Gln</td>
<td>584</td>
<td>365</td>
<td>146</td>
<td>300</td>
<td>100</td>
<td>584</td>
</tr>
<tr>
<td>25</td>
<td>Gly</td>
<td>30</td>
<td>18.75</td>
<td>7.5</td>
<td>10</td>
<td>50</td>
<td>30</td>
</tr>
<tr>
<td>26</td>
<td>His</td>
<td>42</td>
<td>31.5</td>
<td>21</td>
<td>15</td>
<td>22</td>
<td>42</td>
</tr>
<tr>
<td>27</td>
<td>Hydroxy-Pro</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Ile</td>
<td>105</td>
<td>54.5</td>
<td>4</td>
<td>50</td>
<td>40</td>
<td>105</td>
</tr>
<tr>
<td>29</td>
<td>Leu</td>
<td>105</td>
<td>59</td>
<td>13</td>
<td>50</td>
<td>60</td>
<td>105</td>
</tr>
<tr>
<td>30</td>
<td>Lys</td>
<td>146</td>
<td>91.25</td>
<td>36.5</td>
<td>40</td>
<td>70</td>
<td>146</td>
</tr>
<tr>
<td>31</td>
<td>Met</td>
<td>30</td>
<td>17.25</td>
<td>4.5</td>
<td>15</td>
<td>15</td>
<td>30</td>
</tr>
<tr>
<td>32</td>
<td>Phe</td>
<td>66</td>
<td>35.5</td>
<td>5</td>
<td>15</td>
<td>25</td>
<td>66</td>
</tr>
<tr>
<td>33</td>
<td>Pro</td>
<td>40</td>
<td>37.25</td>
<td>34.5</td>
<td>20</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>Ser</td>
<td>42</td>
<td>26.25</td>
<td>10.5</td>
<td>30</td>
<td>25</td>
<td>42</td>
</tr>
<tr>
<td>35</td>
<td>Thr</td>
<td>95</td>
<td>53.5</td>
<td>12</td>
<td>20</td>
<td>30</td>
<td>95</td>
</tr>
<tr>
<td>36</td>
<td>Trp</td>
<td>16</td>
<td>9</td>
<td>2</td>
<td>5</td>
<td>10</td>
<td>16</td>
</tr>
<tr>
<td>37</td>
<td>Tyr</td>
<td>104</td>
<td>55.9</td>
<td>7.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>Tyr-Na₂HCl</td>
<td></td>
<td></td>
<td></td>
<td>29</td>
<td>58</td>
<td>104</td>
</tr>
<tr>
<td>39</td>
<td>Val</td>
<td>94</td>
<td>52.85</td>
<td>11.7</td>
<td>20</td>
<td>25</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>Vitamin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>Para-Aminobenzoic</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>
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### 3 Discussion

The current century will bring tremendous changes to the science, technology, and the practice of medicine (Lushai, 2002). As a critical topic, animal clone attracts plenty attention by the whole human society. The success of animal clone by science and technology will be benefit for the civilization, and create the danger for the life in the earth either. Even opposed by all the governments and social groups in the world, the human clone will be coming finally, not longer than decades. Even with ethnic and safety concern, nobody can prevent the development of the animal clone science and technology. I personal think what we need to do is how to safety develop animal clone including human clone, rather than simply again it. This should be a scientific topic, rather a legal business, especially not a religious affair.
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Self-Exciting Threshold Auto-Regressive Model (SETAR) to Forecast the Well Irrigation Rice Water Requirement
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Abstract: Some periodicity was noticed in records of water usage for rice irrigation, which was analyzed using the Self-Exciting Threshold Auto-Regressive (SETAR) model. Using auto-correlation analysis, values of rice evapotranspiration for different growth phases were found to depend on each other. Weather and other factors cause the rice evapotranspiration to change periodically. So the SETAR model was prepared for analysis of groundwater usage to irrigate rice in the Sanjiang Plain. Nine parameters were used to describe the periodicity of weather factors. By comparison with practical values, the precision is high. So, the model can be used to help layout and manage an irrigation area. At the same time, it can be applied to optimizing an irrigation system. [Nature and Science 2004, 2(1):36-43].

Key words: SETAR model, well irrigation rice, water requirements

1 Introduction

There are many models to estimate rice crop water requirements based on either simple regressions linked to temperature or radiation and the physically based equations of Penman and Monteith. A sequential analysis method may also be used to identify an auto-regression model \( AR(p) \) containing a trend and cyclic component of a water requirement sequence. This article establishes a sectional auto-regression model \( AR(p) \) to describe the mean annual sequence of irrigation water requirements. The SETAR model was established by locating threshold values \( r \) and selecting suitable delay steps \( d \) and threshold ranges \( L \).

2 Brief Introduction on SETAR Model

Tong (1978) first proposed the Self-Exciting Threshold Auto-Regressive Model (SETAR). Its basic idea is to introduce \( l-1 \) thresholds \( r_j = j = 1,2,3,\cdots,l-1 \) in the range of an observed sequence \( \{x(t)\} \), divide time axis into \( l \) ranges, distribute observation sequence \( \{x(t)\} \) into different threshold ranges according to the value of \( \{x(t-d)\} \) by delay steps \( d \) and then adopt different \( AR \) model to describe the entire system for \( x(t) \) in each range. The common form of Threshold Auto-Regressive Model (TAR) is:

\[
x(t) = \varphi_j(0) + \sum_{i=1}^{nj} \varphi_j(i)x(t-i) + a_i(t)
\]

\[
r_{j+1} < x(t-d) < r_j \quad (j = 1,2,3,\cdots,l-1)
\]

In formula (1), \( a_i(t) \) is the white noise list of \( \sigma_i^2 \). \( \sigma_j^2 \) is variance. \( \varphi_j(0) \) is the auto-regressive coefficient of model in the threshold region. \( nj \) is the rank of model in the threshold region. The key difference between equation (1) and an \( AR \) model is that they distribute observation sequence \( \{x(t)\} \) into different threshold ranges according to values of \( \{x(t-d)\} \) and adopt a different \( R \) model to describe all \( x(t) \) in each range. becomes an \( AR \) model when the value of \( l \) equals to 1 and the value of \( d \) equals to 0.

Equation (1) indicates that it builds up an \( AR(n_j) \) model for \( n \) sequential data between \( x(t) \) and \( x(t-d) \) when the value of \( x(t-d) \) is in the range of \( (r_{j-1},r_j) \), where \( t \) is cursor. If the number is \( K \) and the value of \( x(t-d) \) is in the range of \( (r_{j-1},r_j) \), we can use
3 Modeling on Threshold Auto-Regressive Model

Because Threshold Auto-Regressive Model is sectional AR model, it can be adopted for parameter estimating method and model inspection criterion of the AR model during modeling. At present, the least square method of model parameter estimate and AIC criterion of model adaptability inspection has been widely applied. The difficulty of modeling SETAR is to ascertain the number of threshold range , threshold value and retardant steps . In theory, this is the multi-dimension optimizing problem for , and . If we adopt AIC criterion to ascertain the model steps in each threshold range and the objective function about , and , AIC value should be the function that has parameters. That is:

\[
\text{AIC} = 2r + \text{r}
\]

AIC values of the model should be the space shown in the upper formula. This article will combine H. Tong method and D.D.C method established the SETAR model (Yang, 1996; Jin, 2000; Ding, 1988; 1998; Du, 1991).

3.1 Drawing dot figure by D.D.C method (Yang, 1996)

D.D.C method was put forward by Jinpei Wu. Its idea is with drawing dot figure to ascertain the number of threshold and search range of threshold value ; with duplication method to estimate model parameter and with cross-validation method to confirm retardance steps . The duplication method is to recur the least square method for the parameter matrix of the AR model.

The first step of modeling is to ascertain the number of threshold and the search range of threshold value .

For time series, we can divide axis into sections evenly according to the data . If the number of in the first section is , the mean value of is

\[
\hat{E}(x(t)|x(t-d)) = \frac{1}{N_i} \quad (i = 1, 2, \cdots, s; \ d = 1, 2, \cdots).
\]

The dot figure can be acquired through drawing the dot in the center of each section with the horizontal axis and vertical axis . When the dots show linear distribution in the dot figure, we can use the sectional linear model to describe the time series. This is the basic idea of the SETAR model. Thus, the dot figure can not only judge the property of the model but also provide two notes for the SETAR model: firstly, to ascertain the number of the threshold range according to the number of subsection and decrease a layer nesting in Tong method because it is unnecessary for to optimize; secondly, to turn the large scale optimization of the threshold to local optimization when ascertain the search range of each threshold value in the turning point of sectional linearity. Thus, the modeling of D.D.C method has three steps: ① dot figure drawing; ② ascertain and the search range of according to the dot figure; ③ optimize for with any optimizing theory. The article adopts the golden section method and searches the optimum value of in three to five steps.

3.2 Optimum retard steps \(d \times r_j\) and \(\varphi_j(i)\) by tong method (Yang, 1996)

Tong method is the method that optimizes in one-dimensional space and layer upon layer nesting for , and . Its basic idea is as: ① acquire a SETAR model through fixing a group of , , ; establishing the AR model in each range respectively and ascertaining the applied model of each range according to AIC criterion; ② change the value of , and ; ③ compare with the AIC value of the SETAR model established by , , and consider the minimal AIC value as applied model. Because threshold range has been ascertained by the dot figure, a layer nesting can be decreased. That is to say that is a known value. The steps in detail are as followed:

① Suppose that retardant steps equal to one and ascertain the search range of threshold value by dot figure method. Then divide
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time series \(\{x(t-d) \mid t = d+1, d+2, \cdots, N\}\) into \(l\) subsections according to the range it belongs to among \((-\infty, r_1), (r_1, r_2), \cdots, (r_{l-1}, +\infty)\).

2. Establish the AR model in each threshold range. Confirm the form of the model by auto-correlation analysis and ascertain the steps \(n_j\) of the model primarily through bias-correlation analysis. For example, if for any series the AR model is established, its auto-correlation coefficient is:

\[
\rho(k) = \sum_{t=1}^{n-k} \frac{x(t+k)x(t)}{\sum_{t=1}^{n} x(t)^2}
\]

Where time delay \(k\) equals to 0, 1, 2, \ldots, \(m\). When \(n\) is bigger than 50 (\(n > 50\)), \(m\) must be less than \(n/4\) and \(m\) equals to \(n/10\) usually. Draw the allowable range that confidence level of auto-correlation coefficient is 95% in the auto-correlation figure. If \(\alpha\) equals to 0.05, allowable range of auto-correlation coefficient \(\rho(k)\) is

\[
\rho(k) | \alpha = 0.05 = \frac{-1 \pm 1.96 \sqrt{n-k-1}}{n-k}
\]

If \(p\) -step correlation coefficient is prominent to independent sequence, the former random sequence is a mean square contingency sequence and the AR(\(p\)) model can be adopted.

The main way of confirming the steps \(p\) is to do the statistical analysis for bias-correlation coefficient. The bias-correlation coefficient \(\rho_k\) can be acquired by recurrence algorithm (Ding, 1988; 1998; Du, 1991).

The same as the former theory, we can establish the AR model of each threshold range respectively. Then inspect each model by AIC criterion:

\[
AIC = N_j \ln \sigma_j^2 + 2(n_j + 1) \quad (j = 1, 2, 3, \cdots, l)
\]

By all appearances, when the value of \(d\), \(l\) and \(r_j\) (\(j = 1, 2, \cdots, l-1\)) has been known, AIC value is only the function of model steps \(n_j\). When AIC value is the minimal one, the model is the applied model of each section. Its AIC value is:

\[
AIC(n_j) = \min_{\{n_j \mid 1 < n_j < M\}} \left( N_j \ln \sigma_j^2 + 2(n_j + 1) \right) \quad (j = 1, 2, 3, \cdots, l)
\]

where \(M\) is the uppermost steps.

3. Acquire the SETAR model by combining the applied model \(AR^{(j)}(n_j) (j = 1, 2, 3, \cdots, l)\) of each threshold range. AIC value of each section model add up to the AIC value of the model. That is as the

\[
AIC(l)
\]

Because we acquire the model and the AIC value in the case of \(l\) parameters unchanged from \(d\), \(l\) and \(r_j\) (\(j = 1, 2, 3\)), in the known search range by adopting golden section method or accelerating genetic algorithm. Then repeat the former steps and calculate AIC value according to equation (3). Finally confirm the group whose value is the minimal one as the best threshold value in the case of known \(d\) and \(l\). The objective function of threshold optimization is:

\[
AIC(l) = \hat{r}_1
\]

\[
= \min_{\hat{r}_1} \left\{ \begin{array}{c} 1 \end{array} \right\}
\]

5. Fix \(d\) and repeat the former steps when \(d\) is from \(d+1\) to \(D\), which is the maximal search steps. Then ascertain the best retardant steps \(d\) when the AIC value is the minimal one. Because in fact the data of modeling only have \(N\), where max\(\{d, M\}\), the AIC value should adopt standard value. That is:

\[
\overline{AIC}(l, 2, 3, \cdots, l-1) = \min_{d \leq d < d} \left( AIC(t; d; \hat{r}_1, \hat{r}_2, \cdots, \hat{r}_{l-1}) \right)
\]

Thus, the process of parameter optimization has finished and the \(d, n_1, n_2\) model has been established.

3.3 SETAR model forecast (the best forecast) (Yang, 1996)

As the model, the best forecast of threshold auto-regressive model is also the forecast with the least
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variance of forecast error. The best-forecast value $\hat{x}_k(t)$ at time $t$ for next $k$ step equals to the conditional mathematics expectation $E[x(t+k)]$ at time $t$ in time $t = t + k$. That is: $\hat{x}_k(t) = E[x(t+k)].$ The formula of the best forecast of threshold auto-regressive model is:

$$\hat{x}_k(t) = \begin{cases} 
\phi_0 + \sum_{i=1}^{n_1} \phi_i x_{t-i} & (k=1) \\
\phi_0 + \sum_{i=1}^{k-1} \phi_i \hat{x}_{t-i} + \sum_{i=k}^{n_1} \phi_i x_{t-i} & (k \leq n_1) \\
\phi_0 + \sum_{i=1}^{n_1} \phi_i \hat{x}_{t-i} & (k > n_1) \\
(r_{j,1} < x(t+k-d) \leq r_{j,21} \cdots r_{j,f}) 
\end{cases}$$

4 A Case Study

The Sanjiang Plain is an important crop commodity base in China. By the end of 1998, 80% of irrigation water for rice was believed to be drawn from groundwater. Since people have excessively exploited groundwater the ground water tables have fallen beneath the depth of farmers wells. In the spring of 1996, the Jiansanjiang administration bureau had recorded the incidence of more than 600 of such dry wells. This ground water resources crisis has constrained further development in the Sanjiang Plain. Precise forecasting of water requirements is expected to have a significant effect on establishing reasonable water use, thereby saving ground water resources and renewing a sustainable ground water balance that still benefits agriculture in the Sanjiang Plain.

Using the fifteen-year observation data (1984-1998) in Fu Jin, which is the hinterland in the Sanjiang Plain, the well irrigation to rice can be divided into six phases according to its breeding period. Rice planting was around May 20 every year based on climate records in past years in San Jin Plain. Therefore, the rice growth phases are: rice planting stage (May 20-May 29, 10 days in total), turning green stage (May 30-June 5, 7 days in total), tillering stage (6.6~7.10, 35 days in total), booting stage (July 11-July 20, 10 days in total), spiking and blooming stage (July 21-July 27, 7 days in total) and grain filling and mature stage (July 28-August 31, 35 days in total) (Fu, 2000).

<table>
<thead>
<tr>
<th>Year</th>
<th>Rice planting stage</th>
<th>returning green stage</th>
<th>Tillering</th>
<th>Booting stage</th>
<th>Spiking and blooming stage</th>
<th>Grain filling and mature stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>1984</td>
<td>4.86</td>
<td>7.32</td>
<td>8.18</td>
<td>9.54</td>
<td>7.34</td>
<td>5.71</td>
</tr>
<tr>
<td>1985</td>
<td>5.28</td>
<td>7.62</td>
<td>9.88</td>
<td>10.20</td>
<td>12.89</td>
<td>5.93</td>
</tr>
<tr>
<td>1986</td>
<td>4.10</td>
<td>5.93</td>
<td>9.77</td>
<td>10.03</td>
<td>11.35</td>
<td>5.08</td>
</tr>
<tr>
<td>1987</td>
<td>5.44</td>
<td>5.85</td>
<td>10.02</td>
<td>11.52</td>
<td>12.45</td>
<td>6.05</td>
</tr>
<tr>
<td>1988</td>
<td>4.90</td>
<td>5.16</td>
<td>7.77</td>
<td>10.82</td>
<td>8.26</td>
<td>7.28</td>
</tr>
<tr>
<td>1989</td>
<td>4.60</td>
<td>5.55</td>
<td>8.53</td>
<td>12.78</td>
<td>9.97</td>
<td>5.99</td>
</tr>
<tr>
<td>1990</td>
<td>5.48</td>
<td>5.14</td>
<td>7.55</td>
<td>9.85</td>
<td>7.14</td>
<td>5.50</td>
</tr>
<tr>
<td>1992</td>
<td>4.87</td>
<td>4.12</td>
<td>9.06</td>
<td>12.23</td>
<td>6.80</td>
<td>4.91</td>
</tr>
<tr>
<td>1993</td>
<td>4.88</td>
<td>5.29</td>
<td>6.72</td>
<td>11.21</td>
<td>10.30</td>
<td>6.26</td>
</tr>
<tr>
<td>1994</td>
<td>3.53</td>
<td>5.60</td>
<td>8.27</td>
<td>10.21</td>
<td>8.70</td>
<td>5.52</td>
</tr>
<tr>
<td>1995</td>
<td>4.58</td>
<td>6.20</td>
<td>6.90</td>
<td>10.25</td>
<td>9.88</td>
<td>5.65</td>
</tr>
<tr>
<td>1996</td>
<td>5.18</td>
<td>6.12</td>
<td>9.06</td>
<td>10.05</td>
<td>10.46</td>
<td>6.90</td>
</tr>
<tr>
<td>1997</td>
<td>4.50</td>
<td>6.53</td>
<td>8.35</td>
<td>12.96</td>
<td>9.46</td>
<td>5.72</td>
</tr>
<tr>
<td>1998</td>
<td>4.59</td>
<td>5.15</td>
<td>9.90</td>
<td>12.64</td>
<td>11.27</td>
<td>7.54</td>
</tr>
</tbody>
</table>

4.1 Drawing dot figure

Firstly, consider $x(t+d), d = 1, 2, 3, \ldots, 6$ as the horizontal axis and $E(\hat{x}(t)/x(t-d))$ as the vertical axis and divide the horizontal axis into fifteen sections. Then
line out the dot \( \hat{E}(x(t)|x(t-d)) \) in the center of each section and draw the dot figure for water requirement sequence of well irrigation rice when retardant steps are from one to six. Finally, ascertain the number of threshold range and the search range of threshold value. Because the dot figure is two-section linear distribution from Figure 1 to Figure 6, the number of threshold range is two. From the turning point of two straight lines in Figure 1 to Figure 6, the search range of threshold value \( r \) is between seven and eight approximately. So, golden section method can be used to optimize.

### 4.2 Optimizing step by step

Firstly, suppose that the retardant steps \( d \) are one to six and the search range of threshold value \( r \) is between seven and eight. Then calculate the AIC value in the different case respectively by adopting golden section method, applying two-layer cycle mechanically and utilizing Matlab 5.3 software program. Consequently ascertain the best threshold value \( r \) and retardant steps \( d \) (Table 2, Figure 7). It is known from Table 2 that AIC value is the minimal one when \( d \) equals to 6.0 and the best threshold value \( r \) equals to 7.55. In the case, there are three \( AR \) model steps correspondingly. AIC inspection of the \( AR \) model is in Table 2 and Table 3.

The independent inspection of the \( AR \) model is:

- \( AR(n_1) : \; Q = 6.5899 < \chi^2_{0.05} = 9.488 \)
- \( AR(n_2) : \; Q = 3.3696 < \chi^2_{0.05} = 9.488 \)

All of them pass the independent inspection.

### Table 2  Step by step optimize ( \( l = 2 \) )

<table>
<thead>
<tr>
<th>( d )</th>
<th>AIC</th>
<th>Threshold Value ( r )</th>
<th>Model Steps ( n_1, ; n_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>115.4904</td>
<td>7.60</td>
<td>3, 3</td>
</tr>
<tr>
<td>2</td>
<td>108.9723</td>
<td>7.57</td>
<td>3, 3</td>
</tr>
<tr>
<td>3</td>
<td>86.7864</td>
<td>7.55</td>
<td>2, 2</td>
</tr>
<tr>
<td>4</td>
<td>120.2671</td>
<td>7.58</td>
<td>2, 3</td>
</tr>
<tr>
<td>5</td>
<td>108.5283</td>
<td>7.58</td>
<td>2, 5</td>
</tr>
<tr>
<td>6</td>
<td>60.9523</td>
<td>7.55</td>
<td>3, 3</td>
</tr>
</tbody>
</table>

### Table 3  AIC Testing of \( AR(n_1) \) model

<table>
<thead>
<tr>
<th>AIC(0)</th>
<th>AIC(1)</th>
<th>AIC(2)</th>
<th>AIC(3)</th>
<th>AIC(4)</th>
<th>AIC(5)</th>
<th>AIC(6)</th>
<th>AIC(7)</th>
</tr>
</thead>
</table>

### Table 4  AIC Testing of \( AR(n_2) \) model

<table>
<thead>
<tr>
<th>AIC(0)</th>
<th>AIC(1)</th>
<th>AIC(2)</th>
<th>AIC(3)</th>
<th>AIC(4)</th>
<th>AIC(5)</th>
<th>AIC(6)</th>
<th>AIC(7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>58.3743</td>
<td>56.2078</td>
<td>54.5222</td>
<td>57.1001</td>
<td>59.0141</td>
<td>60.0505</td>
<td>61.0984</td>
<td></td>
</tr>
</tbody>
</table>

---

**Figure 1** Dot Figure \( (d = 1) \)

**Figure 2** Dot Figure \( (d = 2) \)
4.3 Establish the threshold auto-regressive model of water requirement

\[
x(t) = \begin{cases} 
  \text{aver} + \varphi(1,1)(x(t-1) - \text{aver}) & x(t-1) \leq r \\
  \text{aver} + \varphi(1,2)(x(t-2) - \text{aver}) & x(t-2) \leq r \\
  \text{aver} + \varphi(1,3)(x(t-3) - \text{aver}) & x(t-3) \leq r \\
  \text{aver} + \varphi(2,1)(x(t-1) - \text{aver}) & x(t-1) > r \\
  \text{aver} + \varphi(2,2)(x(t-2) - \text{aver}) & x(t-2) > r \\
  \text{aver} + \varphi(2,3)(x(t-3) - \text{aver}) & x(t-3) > r 
\end{cases}
\]

where \( \text{aver} \) is the mean of \( AR(n_1) \) model and \( \text{aver} \) is the mean of \( AR(n_2) \) model. \( \varphi(1,1), \varphi(1,2), \varphi(1,3) \) is the auto-regressive coefficient of \( AR(n_1) \) model and \( \varphi(2,1), \varphi(2,2), \varphi(2,3) \) is the auto-regressive coefficient of \( AR(n_2) \) model. \( r \) is threshold value. The optimizing value of each parameter is shown in Table 5.

| Table 5 Optimizing the parameters of SETAR model ( \( r=7.55, d=6, l=2 \) ) |
|-----------------|-----------------|-----------------|-----------------|
|                 | \( \varphi(1,1) \) | \( \varphi(1,2) \) | \( \varphi(1,3) \) | \( \text{aver}1 \) |
| \( AR(n_1) \)   | -0.3657          | -0.5268         | 0.2906          | 5.6466          |
|                 | \( \varphi(2,1) \) | \( \varphi(2,2) \) | \( \varphi(2,3) \) | \( \text{aver}2 \) |
| \( AR(n_2) \)   | -0.3736          | -0.2786         | 0.1758          | 10.0922         |
4.4 Rice water requirement forecast

According to the former theory, forecast water requirement of well irrigation rice during each phase in Fu Jin in 1999 and 2000 and compare with the observed value (Figure 6). Forecast precision of the model is very high and its mean relative error is in 10% (Table 6).

Table 6 Using SETAR Model to forecast the mean daily water requirement of well irrigation rice during each phase in Fu Jin City in 2000

<table>
<thead>
<tr>
<th>Year</th>
<th>Item</th>
<th>rice planting stage</th>
<th>returning green stage</th>
<th>Tillering stage</th>
<th>booting stage</th>
<th>spiking and blooming stage</th>
<th>grain filling and mature stage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Forecast value</td>
<td>4.82</td>
<td>6.17</td>
<td>9.85</td>
<td>9.75</td>
<td>10.46</td>
<td>5.96</td>
</tr>
<tr>
<td></td>
<td>Absolute error</td>
<td>-0.03</td>
<td>+0.19</td>
<td>+0.13</td>
<td>-0.40</td>
<td>-0.58</td>
<td>-0.16</td>
</tr>
<tr>
<td></td>
<td>Relative error (%)</td>
<td>-0.62</td>
<td>+3.18</td>
<td>+1.34</td>
<td>-3.94</td>
<td>-5.25</td>
<td>-2.61</td>
</tr>
<tr>
<td>2000</td>
<td>Observed value</td>
<td>5.20</td>
<td>6.06</td>
<td>9.85</td>
<td>10.54</td>
<td>11.01</td>
<td>6.35</td>
</tr>
<tr>
<td></td>
<td>Forecast value</td>
<td>5.23</td>
<td>5.70</td>
<td>10.06</td>
<td>10.04</td>
<td>10.14</td>
<td>5.88</td>
</tr>
<tr>
<td></td>
<td>Absolute error</td>
<td>+0.03</td>
<td>-0.36</td>
<td>+0.21</td>
<td>-0.50</td>
<td>-0.87</td>
<td>-0.77</td>
</tr>
<tr>
<td></td>
<td>Relative error (%)</td>
<td>+0.58</td>
<td>-5.94</td>
<td>+2.13</td>
<td>-4.74</td>
<td>-7.90</td>
<td>-7.4</td>
</tr>
</tbody>
</table>

Figure 8 The Water Requirement Curve Fitted by SETAR Model

Figure 9 The Contrast Curve Between Practical Value and Forecasting Value Calculated by SETAR Model
5 Conclusion

This article applies the \textit{SETAR} model in well irrigation rice water requirement forecast. It is divided according to the breeding phase through analyzing its property of water requirement. Establish threshold auto-regressive model of daily mean water requirement by optimizing parameters of the model, such as threshold value, threshold range, retardant steps and auto-regressive coefficient etc. Because the control of threshold has its effect, it is possible to describe effectively the non-linear dynamic system of well irrigation rice daily mean water requirement in each phase by using interdependent property of water requirement in retardant steps of one step, two steps and three steps. The high forecast precision shows that the capability of the \textit{SETAR} model is steady and can be applied in irrigation water widely.
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Abstract: Fuzzy clustering deals with many topics. Applying Fuzzy clustering, the article analyzed water resources distribution and optimum utilization in State farms. The article studied 9 administration bureaus of State Farms, selected 10 fuzzy factors according to hydrological, meteorological and geographic conditions, and classified them into 3 different districts. The results proposed by the article basically accord with the cases of water resources distribution and agricultural practice in each district. The article can be a reference to agricultural planning and opening water resources decision making. [Nature and Science, 2004, 2(1):44-47].
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1 Introduction

In Heilongjiang State Farms, there are 9 administration bureaus, are located in vast area of Three River Plain, Xing An Maintain areas and Song Nen Plain (Wu, 1986). Owing to different location and hydrological conditions, agricultural productions in every administration bureau are different (Ma, 1993). In order to understand the situation of agricultural production and water resources effect on agriculture, it is important to study the characteristics of water resources and agriculture of the bureaus, so that take measures and decisions of water conservancy fundament construction.

2 Fuzzy Clustering Analysis

Applying Fuzzy clustering methyods the article analyzed agricultural and natural conditions of 9 administration bureaus and then classified districts. The model includes 10 fuzzy factors that are roughly divided into three types: (1) definite factors, (2) Overall index, (3) Non-definite factors (Ma, 1993).

2.1 Definite factors

Grain production, annual average principal, annual average evaporation, accumulate heat, the water quantity in unit farmland are all the definite factors.

2.2 Overall indexes

The overall indexes are concerning with those comprehensive factors including the rate of land using, drought coefficient etc. For example, the drought coefficient is a comprehensive coefficient to show the annual drought level. It is a time product by spring drought, summer drought and the dry hazard.

Based on agricultural climate types, the drought indexes and dry hazard appearances of the 9 bureaus have shown in Table 1. The comprehensive drought factors shown in table 3 and calculated by formula 1.

\[ Y = (K_{spr} + K_{sum})V_{dr} / 2 \]  (1)

In which:

- \( Y \) = drought comprehensive coefficient;
- \( K_{spr} \) = Drought index in spring season;
- \( K_{sum} \) = Drought index in summer season;
- \( V_{dr} \) = The rate of arid hazard appearance.

2.3 Non-definite factors

Non-definite factors are factors without definite values. Such as, soil and soil erosion indexes which the value should be given by evaluation. The soil quality indexes are given by soil types time the weighted value of soil distribution. In the article, the black clay soil has been taken as the best quality soil and the value is assumed as 1.0. Folium white slurry soil (Baijiang Soil) is lowest quality soil and the value is assumed as 0.2. Then the soils have been arranged as the series Black loamy clay, brown loamy clay, peat duck brown loamy clay, marshland soil, and Folium white slurry soil (Baijiang Soil) (Ma, 2003). The Figure 1 showed the value of each soil. The data of agriculture and natural
condition of State Farms have been shown in Table 1, and soil classified factors have been shown in Table 3. The soil erosion indexes are also non-definite factors. According to soil erosion degree, the article classified the soil erosion in three classes: very strong erosion, strong erosion and general erosion. The index value is determined also by Fuzzy clustering method and shown in Table 2 and Table 3. The Quantitative analyses of drought factors have been calculate in Table 4.

In the article, the grain productivity was average of 1985 and 1990 two years production per Mu*. The data of annual precipitation and annual evaporation were obtained from Heilongjiang hydrological isograms (Ma, 1991).

Calculate resembling coefficient and set up resemble matrix:
\[ R = (r_{ij}) \]  \hspace{1cm} (2)

The resembling coefficient is calculated with the formula (3).
\[ r_{ij} = \frac{| \sum_{k=1}^{n} X_{ik} X_{jk} |}{\sqrt{\sum_{k=1}^{n} (x_{ik}^2) \sum_{k=1}^{n} (x_{jk}^2)}} \]  \hspace{1cm} (3)

To run the matrix model on computer to calculate equal value matrix (Fu, 2003) as shown in Table 5.

Table 1   The agricultural and natural factors

<table>
<thead>
<tr>
<th>No</th>
<th>Bureau</th>
<th>Yield / Mu</th>
<th>Water / Mu</th>
<th>Land Use (%)</th>
<th>Ann. Prec. (mm)</th>
<th>Ann. Evap. (mm)</th>
<th>Non-Frost</th>
<th>Accum. Heat</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Jiusan</td>
<td>222</td>
<td>280</td>
<td>35.9</td>
<td>491.6</td>
<td>381</td>
<td>121</td>
<td>2183</td>
</tr>
<tr>
<td>2</td>
<td>Bei’an</td>
<td>173</td>
<td>260</td>
<td>26.9</td>
<td>543</td>
<td>417</td>
<td>112</td>
<td>2164</td>
</tr>
<tr>
<td>3</td>
<td>Nenjiang</td>
<td>244</td>
<td>300</td>
<td>43.4</td>
<td>445.3</td>
<td>449</td>
<td>121</td>
<td>2610</td>
</tr>
<tr>
<td>4</td>
<td>Suihua</td>
<td>160</td>
<td>275</td>
<td>31.7</td>
<td>554.8</td>
<td>500</td>
<td>129</td>
<td>2206</td>
</tr>
<tr>
<td>5</td>
<td>Harbin</td>
<td>194</td>
<td>270</td>
<td>43.2</td>
<td>604.6</td>
<td>442</td>
<td>145</td>
<td>2600</td>
</tr>
<tr>
<td>6</td>
<td>Hongxinglong</td>
<td>221</td>
<td>204</td>
<td>45.7</td>
<td>534</td>
<td>539</td>
<td>142</td>
<td>2545</td>
</tr>
<tr>
<td>7</td>
<td>Baoquanling</td>
<td>180</td>
<td>331</td>
<td>45.5</td>
<td>553</td>
<td>485</td>
<td>129</td>
<td>2445</td>
</tr>
<tr>
<td>8</td>
<td>Jiansanjiang</td>
<td>160</td>
<td>346</td>
<td>31</td>
<td>592</td>
<td>446</td>
<td>130</td>
<td>2402</td>
</tr>
<tr>
<td>9</td>
<td>Mudanjiang</td>
<td>215</td>
<td>341</td>
<td>31.6</td>
<td>566</td>
<td>454</td>
<td>148</td>
<td>2517</td>
</tr>
</tbody>
</table>

Table 2   Soil component, Erosion and Land use factors

<table>
<thead>
<tr>
<th>No.</th>
<th>Bureau</th>
<th>Type of soil</th>
<th>Land Use %</th>
<th>Soil erosion</th>
<th>Fuzzy value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Jiusan</td>
<td>Bl, Br, DB</td>
<td>35.9</td>
<td>HS</td>
<td>1.0</td>
</tr>
<tr>
<td>2</td>
<td>Bei’an</td>
<td>Bl, Br, DBr</td>
<td>26.9</td>
<td>HS</td>
<td>1.0</td>
</tr>
<tr>
<td>3</td>
<td>Nenjiang</td>
<td>BGr , Gr, Sd</td>
<td>43.4</td>
<td>HS</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>Suihua</td>
<td>Bl, Gr, Ml</td>
<td>31.7</td>
<td>S</td>
<td>0.6</td>
</tr>
<tr>
<td>5</td>
<td>Harbin</td>
<td>Bl, Gr, Ml</td>
<td>43.2</td>
<td>S</td>
<td>0.6</td>
</tr>
<tr>
<td>6</td>
<td>Hongxinglong</td>
<td>Bl, Gr, Ml, Ws</td>
<td>45.7</td>
<td>G</td>
<td>0.3</td>
</tr>
<tr>
<td>7</td>
<td>Baoquanling</td>
<td>Br, Db, Gr, Ml</td>
<td>45.5</td>
<td>G</td>
<td>0.3</td>
</tr>
<tr>
<td>8</td>
<td>Jiansanjiang</td>
<td>Bl,Br,Gr,Ml</td>
<td>31</td>
<td>G</td>
<td>0.3</td>
</tr>
<tr>
<td>9</td>
<td>Mudanjiang</td>
<td>Br,Gr,Ml,Ws</td>
<td>31.6</td>
<td>HS</td>
<td>1.0</td>
</tr>
</tbody>
</table>
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### Table 3  Soil type and soil quality evaluation

<table>
<thead>
<tr>
<th>Bureaus</th>
<th>Black soil (Blk) (%)</th>
<th>brown soil (Br) (%)</th>
<th>Eroded dark &amp; brown soil (DB) (%)</th>
<th>Gully latent raised meadow soil (Gr, MI) (%)</th>
<th>Folium white slurry soil (Ws) (%)</th>
<th>Degree of Soil quality (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jiusan</td>
<td>73.5</td>
<td>23</td>
<td>3.5</td>
<td>94</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>Bei’an</td>
<td>60</td>
<td>30.2</td>
<td>9.8</td>
<td>72.3 (chernozem soil)</td>
<td>25 (Saline Soil)</td>
<td>68.4</td>
</tr>
<tr>
<td>Nenjiang</td>
<td></td>
<td></td>
<td>72.3</td>
<td></td>
<td>(Arenaceous meadow soil)</td>
<td>68.4</td>
</tr>
<tr>
<td>Suihua</td>
<td>57</td>
<td></td>
<td>35.9</td>
<td>7.1</td>
<td>74.2</td>
<td></td>
</tr>
<tr>
<td>Harbin</td>
<td>51.1</td>
<td></td>
<td>35.9</td>
<td>13</td>
<td>70.3</td>
<td></td>
</tr>
<tr>
<td>Hongxinglong</td>
<td>41.6</td>
<td></td>
<td>39.6</td>
<td>18.8</td>
<td>61.2</td>
<td></td>
</tr>
<tr>
<td>Baoquanling</td>
<td>45</td>
<td>10</td>
<td>36</td>
<td>9</td>
<td>58.2</td>
<td></td>
</tr>
<tr>
<td>Jiansanjiang</td>
<td>6</td>
<td>34.6</td>
<td>35</td>
<td>19</td>
<td>51.5</td>
<td></td>
</tr>
<tr>
<td>Mudanjiang</td>
<td>22</td>
<td></td>
<td>28</td>
<td>50</td>
<td>38.8</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4  Quantitative analysis of drought indexes and coefficient

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Jiusan</td>
<td>491.6</td>
<td>1181</td>
<td>1.37</td>
<td>2.58</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>2</td>
<td>Bei’an</td>
<td>543</td>
<td>1117</td>
<td>1.18</td>
<td>1.89</td>
<td>30</td>
<td>58.6</td>
</tr>
<tr>
<td>3</td>
<td>Nenjiang</td>
<td>445.3</td>
<td>1449</td>
<td>2.04</td>
<td>3.6</td>
<td>80</td>
<td>52</td>
</tr>
<tr>
<td>4</td>
<td>Suihua</td>
<td>554.8</td>
<td>1200</td>
<td>1.33</td>
<td>2.29</td>
<td>40</td>
<td>64</td>
</tr>
<tr>
<td>5</td>
<td>Harbin</td>
<td>604.6</td>
<td>1142</td>
<td>1.17</td>
<td>1.82</td>
<td>60</td>
<td>58</td>
</tr>
<tr>
<td>6</td>
<td>Hongxinglong</td>
<td>534</td>
<td>1239</td>
<td>1.34</td>
<td>1.94</td>
<td>30</td>
<td>70</td>
</tr>
<tr>
<td>7</td>
<td>Baoquanling</td>
<td>553</td>
<td>1185</td>
<td>1.23</td>
<td>1.8</td>
<td>30</td>
<td>70</td>
</tr>
<tr>
<td>8</td>
<td>Jiansanjiang</td>
<td>592</td>
<td>1146</td>
<td>1.19</td>
<td>1.17</td>
<td>20</td>
<td>78</td>
</tr>
<tr>
<td>9</td>
<td>Mudanjiang</td>
<td>566</td>
<td>1134</td>
<td>1.23</td>
<td>1.69</td>
<td>30</td>
<td>80</td>
</tr>
</tbody>
</table>

### Table 5  The Fuzzy similarity matrix of farm bureaus

<table>
<thead>
<tr>
<th>Farm Bureaus</th>
<th>1</th>
<th>0.917</th>
<th>0.947</th>
<th>0.917</th>
<th>0.944</th>
<th>0.904</th>
<th>0.904</th>
<th>0.904</th>
<th>0.904</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.917</td>
<td>1</td>
<td>0.917</td>
<td>0.96</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
</tr>
<tr>
<td>0.947</td>
<td>0.917</td>
<td>1</td>
<td>0.917</td>
<td>0.96</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
</tr>
<tr>
<td>0.917</td>
<td>0.96</td>
<td>0.917</td>
<td>1</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
</tr>
<tr>
<td>0.944</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>1</td>
<td>0.924</td>
<td>0.924</td>
<td>0.924</td>
<td>0.924</td>
<td>0.924</td>
</tr>
<tr>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.924</td>
<td>1</td>
<td>0.963</td>
<td>0.963</td>
<td>0.963</td>
<td>0.93</td>
</tr>
<tr>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.924</td>
<td>1</td>
<td>0.966</td>
<td>0.966</td>
<td>0.93</td>
</tr>
<tr>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.924</td>
<td>0.963</td>
<td>0.966</td>
<td>1</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.904</td>
<td>0.963</td>
<td>0.93</td>
<td>0.93</td>
<td>1</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
According to the natural condition of each administration bureau and matrix analysis, the threshold value \( l \) was calculated into 3 levels by statistical quantity, and 9 farm bureaus are divided into 3 groups they have similar agricultural, natural conditions to open water resources respectively, that are:

- First class group: I (1, 3)
  - The threshold value is: \( l = 0.94 \)
- Second class group: II (6, 7, 8, 9)
  - The threshold value is: \( l = 0.93 \)
- Third class group: III (2, 4, 5)
  - The threshold value is: \( l = 0.92 \)

### 3 The Results of Fuzzy Clustering

Upon classification are basically fit to the agricultural production, geographic condition, hydrology and meteorological characteristic of local bureaus. The results show that Jiusan and Nenjian farm bureau have same geographic and meteorological condition owing to be located in the western of the province; the second group is three river plain districts.

By means of Fuzzy clustering, those eastern 4 bureaus (Hongxinglong (6), Baoquanling (7), Jiansanjiang (8) and Mudanjiang (9) Bureaus) have been classified into one group is reasonable result; Bei An (2), Suihua (4) and Harbin (5) bureaus are all located in Songnen Plain and Xing An Hilly area, they have similar weather conditions, the annual precipitation, drought and water logging problems are basically same, therefore belong to one group.

### 4 Conclusion

Fuzzy clustering analysis has been applied broadly to system demarcating problems. There are many different methods may demarcating the system data. Since Fuzzy method systematically takes consideration of factors, the results are closed to practice. According to State farm natural and agricultural conditions, the article applied Fuzzy clustering method analyzed water resources of 9 Farm administration bureaus and classified them into three groups. The results conform to the local practice situation.
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Abstract: A new hybrid model is presented for predicting daily runoff in a week, which is combined by threshold regressive model and nearest neighbor bootstrapping disaggregation model. In this hybrid model, firstly, threshold regressive model is used to predict weekly runoff. Secondly, nearest neighbor bootstrapping disaggregation model is used to disaggregate this weekly runoff, and then daily runoff in the week is obtained. Analysis and examples indicate that this new hybrid model is practical, efficient and has prominent merit. [Nature and Science, 2004,2(1):48-52].
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1 Introduction

Now, inflow prediction of next week must be obtained in order to constitute correct weekly dispatching plan of one hydroelectric plant. For the sake of satisfying hydroelectric plant’s demand, predicting daily runoff in a week is tried in this paper. Predicting daily runoff in a week refers to that daily runoff in the next week is predicted according to the historical runoff (or rainfall) data of the river basin.

Traditional hydrology prediction method usually gives one mathematical model with certain prediction period. If traditional hydrology prediction method is used to predict daily runoff in a week, it means that seven mathematical models with different prediction period (from 1d to 7d) must be constituted, and prediction accuracy may descend remarkably with the increase of prediction period. In order to obtain relatively stable prediction accuracy, a new hybrid model is presented, which first predicts weekly runoff and then disaggregates weekly runoff into daily runoff.

In the first part of the hybrid model, threshold regressive model (TR) is used to predict weekly runoff, owing to that, not only can TR model take non-linear characteristic of weekly runoff which is a complex dynamic phenomenon into account, but also consider linear correlation of weekly runoff as its special example, and TR model can ensure good stability and prediction accuracy of the model by controlling threshold values. In the disaggregation part of the hybrid model, nearest neighbor bootstrapping disaggregation model (NNBD) is applied, because compared with traditional classical disaggregation model, NNBD model considers much more historical information.

The principle and algorithm of TR model and NNBD model, and the constitution and application of the hybrid model, are introduced respectively as following sections.

2 Threshold Regressive Model

2.1 The principle and algorithm of TR model

The principle of TR model is, that non-linear correlation between dependent variable and independent variable is described by several linear regressive models with different threshold values. Its general formula is as follows:

\[ \hat{W}_t = b(j,0) + \sum_{i=1}^{P} b(j,i)Q_{t-i} + e_t(j) \]

\[ A_s Q_{t-1} \subseteq [r(j-1),r(j)] \] (1)

where, \( r(0) = -\infty, r(L) = +\infty, r(j) (j =1,2,\cdots,L-1) \) is threshold value, \( L \) is the number of threshold intervals,
b(j,i) is regressive coefficient of threshold interval number j, \( W_t \) is independent variable series (for example weekly runoff), \( Q_{t+1} \) is dependent variable series (for example daily runoff), \( Q_{t+2} \) is threshold variable, \( P \) is the number of dependent variables, and \( e(j) \) is stochastic series, which is independent series. As the mean of \( e(j) \) series is zero, \( E[e(j)] = 0 \), it can be neglected when predicting.

### 2.2 Parameter estimation of TR model

Constituting TR model substantially is that estimating its parameters, the number of threshold intervals \( L \), threshold value \( r(j) \) (\( j = 1,2,...,L-1 \)) and regressive coefficient \( b(j,i) \). Till now, there still isn’t one specific method to confirm these parameters. So, choosing initial parameters, threshold variable, \( L \) and \( r(j) \) (\( j = 1,2,...,L-1 \)), is usually based on correlation of independent variable and dependent variables. Then through trial method, threshold variable, \( L \) and \( r(j) \) (\( j = 1,2,...,L-1 \)) are confirmed. And last, regressive coefficient \( b(j,i) \) is calculated through one optimization method.

### 3 Nearest Neighbor Bootstrapping Disaggregation Model

Traditional classic disaggregation is usually based on similarity principle and a typical module is chosen to disaggregate water volume. But this kind of method doesn’t make use of the historical information fully. NNBD model is quoted in the hybrid model in order to improve the accuracy of disaggregation. NNBD model has clear concept and single structure, and avoids the assumption of the form of dependence and probability function. Taking the characteristic of components into account and several typical modules required to constitute an expected disaggregation module when confirming disaggregation module, are its prominent merits. Thus ensures full use of information and stable result.

#### 3.1 The principle and algorithm of NNBD model

Let the observed daily runoff be represented by \{\( Q_1 \), \( Q_2 \), ..., \( Q_n \)\}, where \( n \) is the number of daily runoff series. If the number of variables studied is \( m \), let vector \( \mathbf{X}_i = (\mathbf{Q}_1, \mathbf{Q}_2, \cdots, \mathbf{Q}_m) \), and we can suppose
\[
\mathbf{W}_i = \sum_{t=0}^{m-1} \mathbf{Q}_{t+1} \tag{2}
\]

(if \( m = 7 \), then \( W_t \) represents weekly runoff). Generally, there exists correlation between hydrology phenomena along time scale. So, to some extent, \( X_i \) depends on the historical daily runoff \( Q_{t+1}, Q_{t+2}, \cdots, Q_{t+p} \). Make \( D_i = (Q_{t+1}, Q_{t+2}, \cdots, Q_{t+p}) \) and name it as eigenvector of the daily runoff series. Then, \( X_i = (Q_{t+1}, Q_{t+2}, \cdots, Q_{t+p}) \) \((t=P+1, P+2, \cdots, n+m-1)\) can be defined as the succeeding value of \( D_i \).

Among \( D_i \) \((t=P+1, P+2, \cdots, n)\) which are constituted by \{\( Q_j \)\}, there must be some eigenvectors nearest neighbor to current eigenvector \( D_i \). Suppose the number of nearest neighbor eigenvectors is \( K \), and represented by \( D_{1(j)}, D_{2(j)}, \cdots, D_{K(j)}, X_{1(0)}, X_{2(0)}, \cdots, X_{K(0)} \) must be the succeeding values of each corresponding eigenvector. The nearest neighbor is judged by the difference between \( D_i \) and \( D_n \), which is defined as:
\[
r_{ij} = \left( \sum_{j=1}^{n} (d_{ij} - d_{ij})^2 \right)^{1/2}
\]

where, \( r_{ij} \) represents the difference between \( D_i \) and \( D_j \), \( d_{ij} \) and \( d_{ij} \) are number \( j \) variable of \( D_i \) and \( D_j \) respectively, and \( P \) is the dimension of eigenvector. Then, \( r_{ij} \) \((j=1,2,...,K)\) is denoted as the difference between \( D_{ij} \) and \( D_j \), and it should be mentioned that \( r_{ij} < r_{j+1} < \cdots < r_{K(j)} \) (the number \( j \) is ordered according to the value of \( r_{ij} \)). The less \( r_{ij} \) is, the nearer \( D_i \) and \( D_j \), will be and \( X_i \) is more similar to \( X_{j(0)} \). Let \( G_{j(0)} \) be the nearest neighbor bootstrapping weight of \( X_{j(0)} \) which shows similarity between \( X_i \) and \( X_{j(0)} \). Obviously, \( G_{j(0)} \) is related to \( r_{ij} \).

As discussed above, \( X_{j(0)}(l) / W_{j(0)} \) the relative value of number \( l \) variable of number \( j \) nearest neighbor succeeding vector \( X_{j(0)} \), is known. Number \( l \) variable of current succeeding vector \( \mathbf{X}_i \) can be obtained through multiplying predicted weekly runoff \( \hat{W}_t \) by weighted average of \( X_{j(0)}(l) / W_{j(0)} \). So, the ultimate formula of NNBD model can be written as:
\[
\mathbf{X}_i(l) = \sum_{j=1}^{K} G_{j(0)} \cdot \frac{X_{j(0)}(l)}{W_{j(0)}} \hat{W}_t \tag{3}
\]

where, \( X_i(l) \) refers to number \( l \) variable of current succeeding vector \( \mathbf{X}_i \), \( \hat{W}_t \) is the corresponding gross of \( X_i \) calculated according to equation (1), \( X_{j(0)}(l) \) is number \( l \) variable of number \( j \) nearest neighbor succeeding vector \( X_{j(0)} \), \( W_{j(0)} \) is the corresponding gross of \( X_{j(0)} \), and \( G_{j(0)} \) is the nearest neighbor bootstrapping weight of \( X_{j(0)} \).

### 3.2 Parameter estimation of NNBD model

NNBD model is confirmed, on the condition that the number of nearest neighbor \( K \), the dimension of eigenvector \( P \), and the nearest neighbor bootstrapping
weight $G_{j(i)}$ are estimated.

Generally, $K = \text{int}(\sqrt{n} - P)$ is taken. On the condition of $P \geq 2$, the dimension of eigenvector $P$ can be estimated by runoff auto-correlation graph or partial-correlation graph. But the ultimate value of $K$ and $P$ should be estimated suited to the instance through trial method.

There are a number of methods to estimate bootstrapping weight $G_{j(i)}$. When estimating, first of all, its restraint condition

$$\sum_{j=1}^{k} G_{j(i)} = 1.0$$

must be satisfied, and then bootstrapping weight $G_{j(i)}$ should be related to $r_{j(i)}$, and the bootstrapping weight function should be a simple one. As the number $j$ is ordered according to the value of $r_{j(i)}$ in this paper, the following formula is adopted.

$$G_{j(i)} = \frac{\sqrt{j}}{\sum_{l=1}^{K} \sqrt{j_l}}, \quad (j=1,2,\cdots,K) \quad \text{ (4)}$$

When $K$ is confirmed, we can only calculate $G_j(i)$ once.

4 Case Study

4.1 Constitution of the hybrid model

5-year daily runoff of Jinsha River is used to demonstrate how to constitute the hybrid model and apply it to practice. Let $Q$ be observed daily runoff, and weekly runoff can be denoted as

$$W_r = \sum_{i=0}^{6} Q_{r+i}$$

Figure 1 shows the hydrograph of observed daily runoff at Pingshan station, Jinsha river. Table 1 shows correlation coefficient between daily runoff and its succeeding weekly runoff.

According to correlation coefficient between weekly runoff and its nearest neighbor historical runoff showed above, it is proposed that $P=3$. So weekly runoff prediction TR model is constituted, considering $Q_{t-1}$, $Q_{t-2}$ and $Q_{t-3}$ as dependent variables (correlation coefficient between them and their succeeding weekly runoff is above 0.9) and their succeeding weekly runoff

$$W_r = \sum_{i=0}^{6} Q_{r+i}$$

as independent variable. And then, NNBD model is adopted, letting eigenvector $D_t = (Q_{t-1}, Q_{t-2}, \cdots, Q_{t+6})$ and succeeding value $X_t = (Q_t, Q_{t+1}, \cdots, Q_{t+6})$. According to equation (3), the predicted weekly runoff $\hat{W}_t$ is disaggregated into daily runoff in the week.

![Figure 1 The hydrograph of observed daily runoff at Pingshan station, Jinsha river](image)

<table>
<thead>
<tr>
<th>Table 1 The correlation coefficient between daily runoff and its succeeding weekly runoff at Pingshan station, Jinsha river</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R(W_r, Q_{r+i})$ &amp; $i=1$ &amp; $i=2$ &amp; $i=3$ &amp; $i=4$ &amp; $i=5$ &amp; $i=6$</td>
</tr>
<tr>
<td>$W_r$ &amp; 0.95 &amp; 0.93 &amp; 0.91 &amp; 0.89 &amp; 0.87 &amp; 0.86</td>
</tr>
</tbody>
</table>
4.2 Weekly runoff prediction

The first four years runoff series is used for fitting of TR model, and the remaining one-year data is used for prediction or testing purpose. In this research, the number of samples during fitting phase and prediction phase should be 1443 and 365, respectively.

Since the correlation coefficient between \( Q_{t-1} \) and \( W_t \) is the most one, \( Q_{t-1} \) is chosen to be the threshold variable. The number of threshold interval \( L \) and threshold value \( r(j) (j=1,2,\ldots,L-1) \) can be confirmed based on correlation graph of \( W_t \) and \( Q_{t-1} \) and the optimization method chosen by TR model. Weekly runoff prediction TR model is obtained. The formula is showed below, and Tab.2 shows the accuracy of weekly runoff prediction:

\[
\hat{W}_t = \begin{cases} 
403 - 0.03Q_{t-3} - 2.27Q_{t-2} + 9.31Q_{t-1}Q_{t-1} < 1630 \\
-1561.9 - 3.58Q_{t-2} - 3.25Q_{t-3} + 14.6Q_{t-1}Q_{t-1} \leq 1630 \leq Q_{t-1} < 5540 \\
183356 - 0.67Q_{t-3} - 4.5Q_{t-2} + 10.04Q_{t-1}Q_{t-1} \geq 5540 \leq Q_{t-1} 
\end{cases}
\]

From the result of weekly runoff prediction, we can see that accuracy in fitting phase is accordant to that in prediction phase, owing to TR model’s superiority.

At the same while, the rate of relative error less than 20% is over 80% both in fitting phase and prediction phase. The result is satisfied.

4.3 Daily runoff prediction

According to the main idea of NNBD model, \( K = 10 \) and \( P = 3 \) are taken after calculation and comparison, then the first four years runoff series is used for constituting eigenvector \( D_t = (Q_{t-1}, Q_{t-2}, \ldots, Q_{t-3}) \) \((t=1,2,\ldots,1443)\), just like weekly runoff prediction part, and last, the predicted weekly runoff \( \hat{W}_t \) from equation (5) in prediction phase can be disaggregated into daily runoff in the week. Table 3 shows the accuracy of daily runoff predicted by hybrid model.

### Table 2  The accuracy of weekly runoff prediction

<table>
<thead>
<tr>
<th>Relative error</th>
<th>&lt;10%</th>
<th>&lt;20%</th>
<th>&lt;30%</th>
<th>MAE</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitting phase</td>
<td>64.73</td>
<td>86.35</td>
<td>95.36</td>
<td>563</td>
<td>1030</td>
</tr>
<tr>
<td>Prediction phase</td>
<td>69.32</td>
<td>85.48</td>
<td>93.97</td>
<td>517</td>
<td>899</td>
</tr>
</tbody>
</table>

Note: \( MAE \) is mean absolute error, and \( MSE \) is mean square error.

### Table 3  The accuracy of daily runoff predicted by hybrid model

<table>
<thead>
<tr>
<th>Relative error</th>
<th>&lt;10%</th>
<th>&lt;20%</th>
<th>&lt;30%</th>
<th>MAE</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1d</td>
<td>83.29</td>
<td>97.81</td>
<td>100</td>
<td>290</td>
<td>512</td>
</tr>
<tr>
<td>2d</td>
<td>75.89</td>
<td>92.05</td>
<td>98.08</td>
<td>389</td>
<td>714</td>
</tr>
<tr>
<td>3d</td>
<td>70.41</td>
<td>86.85</td>
<td>94.52</td>
<td>497</td>
<td>918</td>
</tr>
<tr>
<td>4d</td>
<td>64.93</td>
<td>81.92</td>
<td>92.05</td>
<td>584</td>
<td>1080</td>
</tr>
<tr>
<td>5d</td>
<td>60.82</td>
<td>79.45</td>
<td>88.77</td>
<td>670</td>
<td>1220</td>
</tr>
<tr>
<td>6d</td>
<td>58.08</td>
<td>76.16</td>
<td>86.03</td>
<td>755</td>
<td>1350</td>
</tr>
<tr>
<td>7d</td>
<td>53.42</td>
<td>72.88</td>
<td>83.56</td>
<td>834</td>
<td>1440</td>
</tr>
</tbody>
</table>

Note: \( MAE \) is mean absolute error, and \( MSE \) is mean square error.

From the result of daily runoff prediction in a week, it can be found that the hybrid model can give satisfied prediction accuracy for shorter prediction period. With the increase of prediction period, prediction accuracy decreases gradually. But the rate of decrease isn’t prominent. Even when prediction period gets to 7d, the rate of relative error less than 20% can get to 76.16%. So, it can be concluded that prediction accuracy of this hybrid model is relatively more stable.

5 Summary

A new hybrid model that effectively blends the
merits of TR model and NNBD model has been firstly presented for predicting daily runoff in a week. Analysis and examples indicate that this hybrid model can be well applied to predicting daily runoff in a week and it has following characteristics: (1) Taking the advantage of TR model, no matter the characteristic of runoff is linear or non-linear, the hybrid model can give finer runoff prediction. (2) Substituting NNBD model for traditional classical disaggregation model to choose distribution module, the hybrid model improves disaggregation accuracy effectively. (3) The hybrid model has strong adaptability. It not only can be applied to daily runoff prediction in a week, but also can be applied to daily runoff prediction in ten-day or in a month, etc.

Correspondence to:
Beilei Qin
Hydraulic School of Sichuan University
Chengdu, Sichuan 610065, China
Telephone: 01186-28-8541-0803
Cellular Phone: 01186-13036660654
E-mail: 1207qbl@sohu.com

References
A Novel $H_\infty$ Output Feedback Controller Design for LPV Systems with a State-delay

Junling Wang $^1$, Changhong Wang $^1$, Wei Yuan $^2$

(1. Department of Control Science and Engineering, Harbin Institute of Technology, Harbin, Heilongjiang 150001, China, E-mail: jun_ling2003@yahoo.com.cn
2. Education Department of Heilongjiang Province, Harbin, Heilongjiang 150001, China)

Abstract: A $H_\infty$ control for linear parameter-varying (LPV) systems with a parameter-varying state delay is described. A new parameter-dependent $H_\infty$ performance criterion is first established by the introduction of a slack variable, which exhibits a kind of decoupling between Lyapunov functions and system matrices. This kind of decoupling enables us to obtain a more easily tractable condition for analysis and synthesis problems. Then, the corresponding output feedback controller design is investigated upon this new performance criterion, with sufficient conditions obtained for the existence of admissible controllers in terms of parameterized linear matrix inequalities (PLMIs) and a non-convex constraint set. The cone complement linearization idea is employed to convert the controller design into a convex optimization problem. A numerical example is provided to illustrate the feasibility and advantage of the proposed controller design procedure. [Nature and Science, 2004,2(1):53-60].
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1 Introduction

Linear parameter-varying (LPV) systems have recently much attention because they provide a systematic means of computing gain-scheduled controllers (Shamma, 1990; Apkarian, 1995, 1998). LPV systems are characterized as linear systems that depend on time-varying real parameters. These parameters are assumed to be exogenous signals that are unknown in advance but are constrained a priori to lie in some known, bounded set, and can be measured in real time. Recently, many researchers examined the stability analysis and gain scheduling control of LPV systems extensively and a great number of important results have been reported to the literature (see, for instance, (Shamma, 1990; Apkarian, 1995, 1998; Wu, 2001; Tan, 2000, 2003; Zhang, 2001, 2002; Bara, 2001a, 2001b) and the references therein).

On the other hand, time delays are often present in engineering systems, which have been generally regarded as a main source of instability and poor performance. Therefore, recent research effort is focused more on the analysis and synthesis problems of LPV time-delay systems. To mention a few, (Wu, 2001; Tan, 2003; Tan, 2000) investigated control problems for LPV systems with parameter-varying delays, and (Zhang, 2001, 2002) with a fixed delay size.

In this note, we extend the results in (Wu, 2001) to output feedback control synthesis problems for LPV systems with a parameter-varying state-delay. We seek to develop controllers that are scheduled based on the measurement of the parameters to guarantee stability and the desired $H_\infty$ performance specification. Firstly, a parameter-dependent $H_\infty$ performance criterion is established based on the Lyapunov approach. Secondly, we further improve the obtained performance by decoupling the product terms involving the positive definite matrices, which is enabled the introduction of an additional slack variable. This resulting new performance condition is more easily tractable for analysis and synthesis problems. Thirdly, upon this new criterion, the corresponding parameter-varying dynamic output feedback controllers are designed, which guarantee the closed-loop system to be asymptotically stable with a prescribed $H_\infty$ disturbance attenuation level. Since the sufficient conditions for the existence of such controllers are not expressed as parameterized linear matrix inequalities (PLMIs), an iterative algorithm involving convex optimization is proposed. Numerical
example shows that the effectiveness of the proposed methods. The results obtained in this note can be easily extended to LPV systems with multiple delays.

**Notations:** Throughout this note the superscript $T$ stands for matrix transposition, $R^n$ denotes the $n$ dimensional Euclidean space, $R^{m \times n}$ is the set of all $m \times n$ real matrices, and the notation $P > 0$ for $P \in R^{m \times n}$ means that $P$ is symmetric and positive definite. In addition, in symmetric block matrices or long matrix expressions, we use $*$ as an ellipsis for the terms that are induced by symmetry. $\text{diag} \{ \cdots \}$ stands for a block-diagonal matrix, and $\text{trace} \{H \}$ denotes the trace of the matrix $H$.

## 2 Problem Set-up

Consider the following LPV system with a parameter-varying delay:

\[
\begin{align*}
\dot{x}(t) &= A(\rho(t))x(t) + A_\nu(\rho(t))x(t-h(\rho(t))) + B_\nu(\rho(t))\omega(t) + B_\xi(\rho(t))u(t) \\
z(t) &= C_\xi(\rho(t))x(t) + C_\eta(\rho(t))x(t-h(\rho(t))) + D_\eta(\rho(t))\omega(t) + D_\xi(\rho(t))u(t) \\
y(t) &= C_\xi(\rho(t))x(t) + C_\eta(\rho(t))x(t-h(\rho(t))) + D_\eta(\rho(t))\omega(t) + D_\xi(\rho(t))u(t)
\end{align*}
\]

with initial condition

\[
x(\theta) = \phi(\theta), \quad \forall \theta \in [-h(\rho(0)), 0]
\]

where $x(t) \in R^n$ is the state vector; $y(t) \in R^m$ is the measured output vector; $\omega(t) \in R^l$ is the exogenous disturbance signal; $z(t) \in R^r$ is the control output vector; $u(t) \in R^s$ is control input. The state-space matrices $A(\cdot)$, $A_\nu(\cdot)$, $B_\nu(\cdot)$, $B_\xi(\cdot)$, $C_\xi(\cdot)$, $C_\eta(\cdot)$, $C_\eta(\cdot)$, $D_\eta(\cdot)$, $D_\xi(\cdot)$, $D_\xi(\cdot)$ and the delay $h(\cdot)$ are assumed to be bounded continuous functions of a time-varying parameter vector $\rho(t) \in \mathcal{P}_\nu^\omega$. The set $\mathcal{P}_\nu^\omega$ is the set of allowable parameter trajectories

\[
\mathcal{P}_\nu^\omega = \{ \rho: \rho(t) \in \Psi, |\rho|_i \leq \nu_i, i = 1, 2, \ldots, s, \forall t \in R \}
\]

where $\Psi$ is a compact set of $R^r$, $\{\nu_i\}_{i=1}^s$ are nonnegative numbers and it is assumed that the parameter trajectories are bounded with bounded variation rates. And the delay $h(\cdot)$ is assumed to be a differentiable function such that $0 < h(t) \leq H < \infty$, $h(t) \leq \sigma < 1$, $\forall t \geq 0$. For simplicity, $\rho$ denotes time-varying parameters $\rho(t)$ respectively throughout this note.

Construct a dynamic output feedback LPV controller described by

\[
\begin{align*}
\dot{x}_c(t) &= A_c(\rho)x_c(t) + B_c(\rho)y(t) \\
u(t) &= C_c(\rho)x(t) + D_c(\rho)y(t)
\end{align*}
\]

where $x_c(t) \in R^n$ is the state vector and $A_c(\rho), B_c(\rho), C_c(\rho), D_c(\rho)$ are to be determined parameter-varying matrices.

The feedback connection of the system (1) with the controller (4) produces a closed-loop system described by

\[
\begin{align*}
\dot{\xi}(t) &= \overline{A}(\rho)\xi(t) + \overline{A}_\nu(\rho)E\xi(t-h(\rho)) + \overline{B}(\rho)\omega(t) \\
z(t) &= \overline{C}(\rho)\xi(t) + \overline{C}_\nu(\rho)E\xi(t-h(\rho)) + \overline{D}(\rho)\omega(t)
\end{align*}
\]

where

\[
\begin{align*}
\overline{A}(\rho) &= \begin{bmatrix} A(\rho) & B(\rho) \\ B(\rho)^T & A(\rho) \end{bmatrix}, \\
\overline{A}_\nu(\rho) &= \begin{bmatrix} A_\nu(\rho) & B_\nu(\rho) \\ B_\nu(\rho)^T & A_\nu(\rho) \end{bmatrix}, \\
\overline{B}(\rho) &= \begin{bmatrix} B(\rho) \\ B(\rho)^T \end{bmatrix}, \\
\overline{C}(\rho) &= \begin{bmatrix} C(\rho) \\ C(\rho)^T \end{bmatrix}, \\
\overline{C}_\nu(\rho) &= \begin{bmatrix} C_\nu(\rho) \\ C_\nu(\rho)^T \end{bmatrix}, \\
\overline{D}(\rho) &= \begin{bmatrix} D(\rho)^T \\ D(\rho) \end{bmatrix}, \\
E &= \begin{bmatrix} I & 0 \end{bmatrix}.
\end{align*}
\]

Our objective is to seek an output feedback controller that asymptotically stabilizes the closed-loop system and guarantees a prescribed $H_\infty$ performance, that is, it should be guaranteed that
\[ \|z\|_2^2 < \gamma^2 \|w\|_2^2 \]  
for all nonzero \( \omega \in l_2[0,\infty) \) under zero initial conditions, where \( \gamma \) is a positive scalar,

\[ \|w\|_2^2 = \int_0^\infty \omega^T(t)\omega(t)\,dt \quad \|z\|_2^2 = \int_0^\infty z^T(t)z(t)\,dt \]

3 \( H_\infty \) Performance Criterion

In this section, we will establish the \( H_\infty \) performance criterion for time-delayed LPV systems.

Lemma 1: Consider system (1) and suppose \( \gamma \) is a given positive constant. Then the closed-loop system (5) is asymptotically stable and has an \( H_\infty \) performance level less than \( \gamma \) if there exists a matrix function \( \tilde{H}(\rho) \) such that for all \( \rho \in \mathbb{R}^n \) and \( |\tau| \leq \nu \) the following inequality holds

\[ \begin{bmatrix} \tilde{H}(\rho)P(\rho) + P(\rho)\tilde{A}(\rho) + \sum_{i=1}^n \left( \frac{\partial P}{\partial \rho_i} \right) + E^TQE \quad P(\rho)\tilde{A}(\rho) \quad P(\rho)\tilde{B}(\rho) \quad \tilde{C}(\rho) \\ * - (1 - \sum_{i=1}^n \tau_i \frac{\partial \tilde{h}}{\partial \rho_i})Q \quad 0 \quad \tilde{C}_d(\rho) \quad < 0 \\ * \quad * \quad -\gamma I \quad \tilde{B}(\rho) \\ * \quad * \quad * \quad -\gamma I \end{bmatrix} < 0 \]  

Remark 1: The above lemma will be obtained by the similar way to (Wu, 2001) using different Lyapunov-Krasovskii type functional

\[ V(\xi(t),\rho(t)) = \xi^T(t)P(\rho)\xi(t) + \int_{t-\mu(\rho)}^t \xi^T(s)E^TQE\xi(s)\,ds \]  
where \( 0 < P(\rho) = P^T(\rho) \in R^{n \times n} \) and \( 0 < Q = Q^T \in R^{n \times n} \).

Remark 2: It should be noted that the condition presented in Lemma 1 contain product terms between Lyapunov matrices and system matrices, such that condition (8) is a bilinear matrix inequality when (6) is considered. In the following, we will present an improved version of Lemma 1 by introducing a slack variable to decouple these product terms, which is more easily tractable for controller synthesis problems.

Theorem 1: Consider system (1) and suppose \( \gamma \) is a given positive constant. Then the closed-loop system (5) is asymptotically stable and has an \( H_\infty \) performance level less than \( \gamma \) if there exists matrix function \( 0 < P(\rho) = P^T(\rho) \in R^{n \times n} \) and three matrices \( 0 < Q = Q^T \in R^{n \times n} \), \( 0 < Z = Z^T \in R^{n \times n} \), \( W \in R^{2n \times 2n} \) such that for all \( \rho \in \mathbb{R}^n \) and \( |\tau| \leq \nu \) the following inequality and an non-convex condition hold

\[ \begin{bmatrix} -(W + W^T) \quad W^T\tilde{A}(\rho) + P(\rho) \quad W^T\tilde{A}(\rho) \quad W^T\tilde{B}(\rho) \quad 0 \quad 0 \quad W^T \\ * \quad -P(\rho) + \sum_{i=1}^n \tau_i \frac{\partial P}{\partial \rho_i} \quad 0 \quad 0 \quad \tilde{C}(\rho) \quad E^T \quad 0 \\ * \quad * \quad -(1 - \sum_{i=1}^n \tau_i \frac{\partial h}{\partial \rho_i})Q \quad 0 \quad \tilde{C}_d(\rho) \quad 0 \quad 0 \\ * \quad * \quad * \quad -\gamma I \quad \tilde{B}(\rho) \quad 0 \quad 0 \\ * \quad * \quad * \quad * \quad -\gamma I \quad 0 \quad 0 \\ * \quad * \quad * \quad * \quad * \quad -Z \quad 0 \\ * \quad * \quad * \quad * \quad * \quad * \quad -P(\rho) \end{bmatrix} < 0 \]  
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\[ QZ = I \]  \hspace{1cm} (11)

**Proof**: The proof is based on the generalization of the stability results of (Apkarian, 2001). The inequality (10) is equivalent to:

\[
\begin{bmatrix}
0 & P(\rho) & 0 & 0 & 0 & 0 \\
* & -P(\rho) + \sum_{i=1}^{\hat{s}} (\tau_i \frac{\partial P}{\partial \rho_i}) & 0 & 0 & \overline{C}(\rho) & E^T \\
* & * & -(1 - \sum_{i=1}^{\hat{s}} (\tau_i \frac{\partial P}{\partial \rho_i}))Q & 0 & \overline{C}(\rho) & 0 \\
* & * & * & -\gamma I & \overline{D}(\rho) & 0 \\
* & * & * & * & -\gamma I & 0 \\
* & * & * & * & -Z & 0 \\
* & * & * & * & * & -P(\rho)
\end{bmatrix}
\begin{bmatrix}
-I \\
\overline{A}(\rho) \\
\overline{A}_s(\rho) \\
\overline{B}(\rho) \\
W[J \ I \ 0 \ 0 \ 0 \ 0 \ 0]^{(\ast)} < 0
\end{bmatrix} & = 0
\]

Now we can drop the matrix \( W \) by using the Projection Lemma. The null-spaces of \( [I \ 0 \ 0 \ 0 \ 0 \ 0] \) and \( [I \ \overline{A}(\rho) \ \overline{A}_s(\rho) \ \overline{B}(\rho) \ 0 \ 0 \ 0] \) are respectively:

\[
\begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
I & 0 & 0 & 0 & 0 & 0 \\
* & I & 0 & 0 & 0 & 0 \\
* & * & I & 0 & 0 & 0 \\
* & * & * & * & I & 0 \\
* & * & * & * & * & I
\end{bmatrix}
\begin{bmatrix}
\overline{A}(\rho) & \overline{A}_s(\rho) & \overline{B}(\rho) & 0 & 0 & I
\end{bmatrix}
\]

and

\[
\begin{bmatrix}
-I \\
\overline{A}(\rho) \\
\overline{A}_s(\rho) \\
\overline{B}(\rho) \\
W[J \ I \ 0 \ 0 \ 0 \ 0 \ 0]^{(\ast)} < 0
\end{bmatrix}
\begin{bmatrix}
I \\
* & I & 0 & 0 & 0 & 0 \\
* & * & I & 0 & 0 & 0 \\
* & * & * & I & 0 & 0 \\
* & * & * & * & I & 0 \\
* & * & * & * & * & I
\end{bmatrix}
\]

thus the projection conditions yield to:

\[
\begin{bmatrix}
P(\rho)\overline{A}(\rho) + \overline{A}'(\rho)P(\rho) - P(\rho) + \sum_{i=1}^{\hat{s}} (\tau_i \frac{\partial P}{\partial \rho_i}) & P(\rho)\overline{A}_s(\rho) & P(\rho)\overline{B}(\rho) & \overline{C}(\rho) & E^T \\
* & * & * & -\gamma I & \overline{D}(\rho) & 0 \\
* & * & * & * & -\gamma I & 0 \\
* & * & * & * & -Z & 0 \\
* & * & * & * & * & -P(\rho)
\end{bmatrix}
\begin{bmatrix}
P(\rho)\overline{A}(\rho) + \overline{A}'(\rho)P(\rho) = -P(\rho) + \sum_{i=1}^{\hat{s}} (\tau_i \frac{\partial P}{\partial \rho_i}) \begin{bmatrix}
P(\rho) & P(\rho) & P(\rho) & \overline{C}(\rho) & E^T & P(\rho)
\end{bmatrix}
\begin{bmatrix}
0 & 0 & \overline{C}(\rho) & 0 & 0 \\
* & * & \overline{C}(\rho) & 0 & 0 \\
* & * & * & -\gamma I & \overline{D}(\rho) & 0 \\
* & * & * & * & -\gamma I & 0 \\
* & * & * & * & -Z & 0 \\
* & * & * & * & * & -P(\rho)
\end{bmatrix}
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
\begin{bmatrix}
< 0
\end{bmatrix}
\]
By Schur complement (Boyd, 1994), the inequality (13) is equivalent to (8), and (12) is equivalent to the constraint

\[-P(\rho) + \sum_{i=1}^{n} (x_i \frac{\partial P}{\partial \rho_i}) < 0, \quad \left(1 - \sum_{i=1}^{n} (x_i \frac{\partial h}{\partial \rho_i})\right) > 0\]

This means that the domain of solution given by (10-11) is included in the domain of solutions satisfying (8) and thus the condition (10-11) is sufficient to ensure the closed-loop system asymptotically stable and guarantee the prescribed \(H_\infty\) performance level.

4 \(H_\infty\) Output Feedback Synthesis

In this section, the \(H_\infty\) performance criterion presented in the above section will be used to design the parameter-dependent \(H_\infty\) output feedback controllers.

First we introduce a partition of the slack matrix \(W\) and its inverse \(V = W^{-1}\) in the form

\[W = \begin{bmatrix} W_{11} & W_{12} \\ W_{21} & W_{22} \end{bmatrix}, \quad V = W^{-1} = \begin{bmatrix} V_{11} & V_{12} \\ V_{21} & V_{22} \end{bmatrix}\]

(14)

There is no loss of generality in assuming that \(W_{21}\) and \(V_{21}\) are invertible. Then we introduce the notation

\[J = \begin{bmatrix} W_{11} & I \\ W_{21} & 0 \end{bmatrix}, \quad J^T = \begin{bmatrix} I & V_{11} \end{bmatrix}\]

(15)

then \(WJ^T = J_W, VJ^T = J_V\). Multiplying the righthand and left-hand sides of the inequality (10) by \(J = \text{diag}\{J_V, J^T, 1, 1, 1, 1, 1, J\}\) and its transpose, respectively, we obtain:

\[\begin{bmatrix}
-J_1^T J_W - J_2^T J_V & J_1^T \tilde{A}(\rho) J_1 + J_1^T P(\rho) J_1 & J_1^T \tilde{B}(\rho) & 0 & 0 & J_2^T J_V \\
* & J_1^T (-P(\rho) + \sum_{i=1}^{n} (x_i \frac{\partial P}{\partial \rho_i})) J_1 & 0 & 0 & J_1^T \tilde{C}^T(\rho) & J_1^T E^T & 0 \\
* & * & -(1 - \sum_{i=1}^{n} (x_i \frac{\partial h}{\partial \rho_i}))(\gamma I) & 0 & J_1^T Q(\rho) & 0 & 0 \\
* & * & * & -\gamma I & J_1^T D(\rho) & 0 & 0 \\
* & * & * & * & -\gamma I & 0 & 0 \\
* & * & * & * & * & -Z & 0 \\
* & * & * & * & * & * & -J_2^T P(\rho) J_V
\end{bmatrix} < 0\]

(16)

Defining the following matrices

\[X(\rho) = J_V^T P(\rho) J_V, \quad R = W_{11}, \quad F = V_{11}, \quad U = W_{11}^T V_{11} + W_{21}^T V_{21},\]

\[\tilde{A}(\rho) = W_{11}^T A(\rho) V_{11} + W_{12}^T A(\rho) V_{21} + W_{11}^T B_2(\rho) C_1(\rho) V_{11} + W_{11}^T B_2(\rho) C_2(\rho) V_{21} + W_{11}^T B_1(\rho) D_1(\rho) C_1(\rho) V_{11}\]

(17)

\[\tilde{B}(\rho) = W_{12}^T B_2(\rho) + W_{12}^T B_1(\rho) D_1(\rho)\]

\[\tilde{C}(\rho) = D_2(\rho) C_2(\rho) V_{11} + C_2(\rho) V_{21}\]

\[\tilde{D}(\rho) = D_2(\rho)\]

and considering (6) and (15), we have
Summarizing the above way, we can derive the following theorem.

**Theorem 2:** Consider system (1) and suppose \( \gamma \) is a given positive constant. Then an admissible \( H_\infty \) output feedback controller exists if there exist matrices functions

\[
\begin{align*}
&\begin{bmatrix}
R^2 B_i (\rho) + \tilde{B}_i (\rho)D_2i (\rho) & 0 & 0 & R^2 U \\
B_i (\rho) + B_2 (\rho)\tilde{D}_2 (\rho)D_2i (\rho) & 0 & 0 & I \\
0 & C_i (\rho) + C_2 (\rho)\tilde{D}_i (\rho)D_2i (\rho) & I & 0 \\
0 & F^T C_i (\rho) + C_2 (\rho)\tilde{D}_i (\rho)D_2i (\rho) & F^T & 0 \\
0 & C_i (\rho) + C_2 (\rho)\tilde{D}_i (\rho)D_2i (\rho) & 0 & 0 \\
-\gamma I & D_i (\rho) + D_2i (\rho)\tilde{D}_i (\rho)D_2i (\rho) & 0 & 0 \\
* & -\gamma I & 0 & 0 \\
* & * & -Z & 0 \\
* & * & * & -X(\rho) \\
* & * & * & -X_2 (\rho) \\
\end{bmatrix} \leq 0
\end{align*}
\] (18)

\[
\begin{bmatrix}
X_i (\rho) & X_2 (\rho) \\
* & X_1 (\rho) \\
\end{bmatrix} > 0
\] (19)

Furthermore, if (11), (18) and (19) have feasible solution, an admissible output feedback can be carried out by two steps:

a. Compute a factorization \( V_1^T W_1 \) of \( U - V_1^T W_1 \) and deduce \( V_2 \) and \( W_2 \).

b. Compute the controller data \( A_i (\rho), B_i (\rho), C_i (\rho), D_i (\rho) \) by reversing the formulas in (17).

**Remark 3:** Notice that the PLMI conditions (18) and (19) correspond to infinite-dimensional convex problems due to their parametric dependence. Using the gridding technique and the appropriate basis functions (Apkarian, 1998; Wu, 2001; Tan, 2000, 2003), infinite-dimensional PLMIs can be transformed to finite-dimensional ones, which can be solved numerically using convex optimization techniques. We choose the appropriate basis functions as \( \sum_{j=1}^{n} f_j (\rho) \), then, for example, we have
Remark 4: The condition (11) is a non-convex constraint. We can readily modify the algorithm proposed in (El Ghaoui, 1997) to solve the above nonlinear problem to obtain the suboptimal minimum $H_{\infty}$ performance level $\gamma$.

Algorithm 1:
i) Find a feasible solution to (18-21). Set
\[ k = 0, \gamma_0 = \gamma. \text{ where } \begin{bmatrix} Q & I \\ I & Z \end{bmatrix} \geq 0 \] (21)

ii) Find a feasible set $(R, F, U, X_1, X_2, X_3, \tilde{A}_1, \tilde{A}_2, \ldots, \tilde{A}_{\sigma_f}, \tilde{B}_1, \tilde{B}_2, \ldots, \tilde{B}_{\sigma_f}, \tilde{C}_1, \tilde{C}_2, \ldots, \tilde{C}_{\sigma_f}, \tilde{D}_1, \tilde{D}_2, \ldots, \tilde{D}_{\sigma_f})^0$

iii) Choose a sufficiently small initial $0 < \varepsilon \leq 1$ and solve the following LMI problem.

Minimize $\text{Trace} (QZ^T + Q^T Z)$ subject to (18-21).

Set $(R, F, U, X_1, X_2, X_3, \tilde{A}_1, \tilde{A}_2, \ldots, \tilde{A}_{\sigma_f}, \tilde{B}_1, \tilde{B}_2, \ldots, \tilde{B}_{\sigma_f}, \tilde{C}_1, \tilde{C}_2, \ldots, \tilde{C}_{\sigma_f}, \tilde{D}_1, \tilde{D}_2, \ldots, \tilde{D}_{\sigma_f})^f$

iv) If $\text{Trace}(QZ) \leq n + \varepsilon$ holds, then set $\gamma_0 = \gamma$ and return to ii) after decreasing $\gamma$ to some extent. If $\text{Trace}(QZ) > n + \varepsilon$ within a specified number of iterations, then exit. Otherwise, set $k = k + 1$, and go to iii).

5 Numerical Example

Consider the following time-delay LPV system:

\[
\begin{align*}
\dot{x}(t) &= \begin{bmatrix} 0 & 1+0.2 \rho(t) \\ -2 & -3+0.1 \rho(t) \end{bmatrix} x(t) + \begin{bmatrix} 0.2 \rho(t) \\ -0.2+0.1 \rho(t) \end{bmatrix} \dot{x}(t-(1+0.5 \rho(t))) + \begin{bmatrix} 0.2 \\ 0.2 \end{bmatrix} \omega(t) + \begin{bmatrix} 1 \\ 0.2 \end{bmatrix} u(t) \\
z(t) &= \begin{bmatrix} 0 & 1 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u(t) \\
y(t) &= \begin{bmatrix} 0 & 1 \end{bmatrix} x(t)
\end{align*}
\] (22)

where $\rho(t) = \sin(t)$ satisfies $\rho(t) \in [-1, 1], \dot{\rho}(t) \in [-1, 1]$ and the time delay $h(\rho(t)) = 1 + 0.5 \rho(t)$ is varying from 0.5 to 1.5 and the condition $dh/dt < 1$ holds. To design a parameter-dependent output feedback controller to guarantee a prescribed $H_{\infty}$ performance level $\gamma$, we choose appropriate basis functions

\[ f_i(\rho(t)) = 1, \quad f_j(\rho(t)) = \rho(t) \]

and grid the parameter space using 9 points grid. By Algorithm 1, for $\gamma = 0.4061$, an admissible parameter-dependent output feedback controller is given by

\[
\begin{align*}
A_i(\rho(t)) &= \begin{bmatrix} -277.6489 & -0.1781 \rho(t) \\ -44.6239 & -0.5853 \rho(t) \end{bmatrix} + 89.7425 \rho(t) + 0.0921 \rho(t), \\
B_i(\rho(t)) &= \begin{bmatrix} -345.9074 & -0.2329 \rho(t) \\ -60.4045 & -0.8487 \rho(t) \end{bmatrix}, \\
C_i(\rho(t)) &= \begin{bmatrix} 0.0965 + 0.0062 \rho(t) \\ 0.2957 - 0.0050 \rho(t) \end{bmatrix}, \\
D_i(\rho(t)) &= -0.1054 - 0.0313 \rho(t)
\end{align*}
\]

and for $\gamma = 0.4141$, the controller is described by
Even for $\gamma = 0.105$ and $\varepsilon = 0.0008$, we can still find feasible output feedback controller which produces relatively larger gain than the above results. Therefore, we can choose appropriate $\gamma$ to design feasible output feedback controller.

6 Concluding Remarks

In this note, a new $H_\infty$ performance criterion for time-delayed LPV systems is presented, upon which the parameter-dependent $H_\infty$ output feedback controller design problem is investigated. An iterative output feedback controller design procedure is described. A numerical example has shown the feasibility and applicability of the proposed designs.
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1 Introduction

Modular design technology, as the advanced form of standardization, is a key technology of implementing virtual organization and mass customization. At present, the research of modular design is concentrating on the realization of design, production, assembly and maintaining of the specific product using modular design, and doesn’t pay attention to the theory study. As a result, modular design is still a philosophy discussion and a thinking perfection, and can’t form a general theory that instruct industry to implementing modular design. Through researching on the process of modular design, this paper presents a mathematical model of product modular system and realizes the mathematical description of the Top-Down module partition process. The application based on the mathematic model of modular system and extending Boolean matrix of modular interface relationship is concluded, which provides theory foundation for the researching of modular design software system (Tong, 2000; Huang, 2000).

2 Product Modular System Modeling

2.1 Product modular system mathematical model

Modular product consisted of basic modules, which have independent function, independent structure and suitable granularity (Figure 1). Basic module refers to the most basic unit that constitutes modular product and constructional relationship, or the route of input and output of stream, energy, information, and so on. The superiority of modular design is using existing standard modules to manufacture new product by interchange and combination. From the point of view of systems engineering if we take the basic modules make up of the product as input of the modular design and take the

Fig. 1. Modular tree of winged missile
modular product as the output of modular design, modular product is a system in which basic modules associating and effecting each other in a certain exterior environment (Chen, 1988). We call it product modular system, and its mathematical model can be:

\[ P = f(M_n, W_{n \times n}) \]  

(1)

Where \( P \) represents the product modular system, \( M_n \) represents the basic modular vector which make up of the modular product, \( M_n = (m_1, m_2, \cdots, m_n) \). \( W_{n \times n} \) represents the Boolean matrix of interfaces relationship in basic modules, which shows the relationship of the product basic modules. \( W_{n \times n} = (\omega_{kl})_{n \times n} \), where \( k, l = 1, 2, \cdots, n \), and correlative coefficient \( \omega_{kl} \) determines if there is a relationship between \( m_k \) and \( m_l \).

\[ \omega_{kl} = \begin{cases} 0, & k = l \\ 0, & k \neq l, m_k \text{ and } m_l \text{ have not relationship} \\ 1, & k \neq l, m_k \text{ and } m_l \text{ have relationship} \end{cases} \]

We name formula (1) as mathematical model of product modular system. The meaning of the model is that it abstracts the product modular system as a module’s netty architecture, which takes the modules selection and the definition of their correlative as system input, and takes the product function and its structure as system output. And this makes the modular design easier to understand.

The mathematical model of product modular system can be used to describe the process of partitioning product modules. The process of partitioning product modules can be descript as: product \( \rightarrow \) first class module \( \rightarrow \) second class module \( \rightarrow \cdots \rightarrow \) basic module, we call the modules that is not the top product and can be partitioned again, such as first class module, second module and etc, as middle module, the process can be described as product \( \rightarrow \) middle module \( \rightarrow \) basic module.

If \( mid_v^u \) represents the module \( v(v=1,2,\cdots) \) in \( u(u=1,2,\cdots) \) class, the second module in the first class, power equipment, will be showed as \( mid_1^1 \). Suppose \( mid_v^u \) can be partitioned into \( s(s=1,2,\cdots) \) modules, and these modules make up of module vector \( Ch_v^u M_s = (ch_v^u m_1, ch_v^u m_2, \cdots, ch_v^u m_s) \). According to formula (1), middle module \( mid_v^u \) can be described as:

\[ mid_v^u = f(Ch_v^u M_s, Ch_v^u W_{ss}) \]  

(2)

Where \( Ch_v^u W_{ss} = (\omega_{fg})_{ss} \), \( f, g = 1, 2, \cdots, s \), and \( \omega_{fg} \) has the same way as \( \omega_{kl} \) to get its value.

Through formula (1) and (2), the process of partitioning product modules be described as a series of module vectors and Boolean matrices of interfaces relationship in modules. Combining with modular tree, these module vectors and Boolean matrices describe the structure and the hiberarchy and netty architecture of product system at the same time.

But through the module vectors and Boolean matrices of interfaces relationship in modules we cannot get the Boolean matrix of interfaces relationship in basic modules directly. The process of partitioning of product modules is Top-Down and classified. In each partitioning action we get the son modules of the middle module or product and the relationship among them, for example, action part, power equipment, control and guide system and shell part are partitioned from winged missile product by a partitioning action, and at the same time the relationship among them and Boolean matrix of their interfaces relationship is determined (Figure. 2 (a)). But we cannot get the correlative among the modules belong to different father modules but at the same class, for instance, the correlative between stabilization system in control and guide system and helm in shell part, or engine rack in power equipment and missile body in shell part, etc. This paper presents extending Boolean matrix of modular interface relationship and reverse reasoning strategy of modular interface relationship to solve the problem.

2.2 Extending boolean matrix of modular interface relationship and reverse reasoning strategy of modular interface relationship

Modular interface relationship can be divided into inter interface relationship and outer interface relationship. The inter interface relationship refers to the interface relationship among the modules belong to a same superior module, for instance, the relationship between stabilization system and control and guide system; the outer interface relationship refers to the interface relationship among the modules belong to different superior module or between the module and the environment, for example, the correlative between stabilization system in control and guide system, and helm in shell part, or engine rack in power equipment and missile body in shell part. Especially, we define the relationship between
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module and the outer system environment as system interface relationship. This relationship belongs to outer interface relationship.

Boolean matrix of modular interface relationship only describes the inter interface relationship and cannot show the outer interface relationship.

In order to describe the process of the modular partitioning process and the structure of product modular system, we introduce the extending subordinate modular vector

\[ ExCh_{v}^{n}M_{x+1} = (ch_{v}^{1}m_{1}, ch_{v}^{2}m_{2}, \ldots, ch_{v}^{s}m_{s}, om) , \]

\( om \) represents outer module that don’t belong to a same superior module in the same class or be the outer environment. Based on the extending subordinate modular vector, extending Boolean matrix of interface relationship in the subordinate modules of the middle module can be showed as

\[ ExCh_{v}^{n}W_{(s+1)x(s+1)} = (\psi_{bc})_{(s+1)x(s+1)} , \]

where \( b, c = 1, 2, \ldots, s + 1 \). When \( b, c = 1, 2, \ldots, s \), \( \psi_{bc} \) and \( \omega_{bc} \) have the same way to get there values. They show if module \( ch_{v}^{b}m_{b} \) and module \( ch_{v}^{c}m_{c} \) have interface relationship, and we call them inter correlative coefficient. When \( b = s + 1 \) or \( c = s + 1 \), \( \psi_{bc} \) shows that if module \( ch_{v}^{b}m_{c} \) or \( ch_{v}^{c}m_{b} \) have the interface relationship with \( om \), we call it outer correlative coefficient. If an interface relationship is exist between \( b \) and \( c \), then \( \psi_{bc} = \psi_{cb} = 1 \), else \( \psi_{bc} = \psi_{cb} = 0 \).

If \( Exmid_{v}^{n} \) is used to represent the middle module that its outer interface relationship is defined, the extending mathematical model of middle module can be described as

\[ Exmid_{v}^{n} = f(ExCh_{v}^{n}M_{s+1}, ExCh_{v}^{n}W_{(s+1)x(s+1)}) \quad (3) \]

 Accordingly, if we use

\[ ExM_{n+1} = (m_{1}, m_{2}, \ldots, m_{n}, om) \]

to represent extending basic modular vector of product modular system, and use

\[ ExW_{(n+1)x(n+1)} = (\psi_{eq})_{(n+1)x(n+1)} \quad (e, q = 1, 2, \ldots, n + 1) \]
to describe the interface relationship
among basic modules or between basic module and system environment, and utilize $ExP$ to represent the product system, then extending mathematical model of product modular system can be described as

$$ExP = f(ExM_{n+1}, ExW_{(n+1)(n+1)})$$  \hspace{1cm} (4)

The extending mathematical model of product modular system not only shows the relationship of system basic modules, but also defines the correlative of basic modules and the environment. The model further uncovers the essence of product modular system, and can be used to describe the process of partitioning product modules, which is the coming into being process of the modules and the extending Boolean matrices of their relationship. This paper presents the reverse reasoning strategy of modular interface relationship to get the relationship of basic modules, that is to say, the extending Boolean matrices of interface relationship in basic modules.

Reverse reasoning strategy of modular interface relationship is that using the modular tree and the extending Boolean matrices of modular interface relationship formed in partitioning process, and through interface matching to superpose the extending Boolean matrices of modular interface relationship of every class to the last class by breaking up the interface relationship in middle modules and transforming it to the interface relationship in basic modules, in the end obtaining the extending Boolean matrix of interface relationship in product basic modules. In order to put in force the reverse reasoning strategy of modular interface relationship, and realize the coming into being of the extending Boolean matrix of interface relationship in basic modules automatically, the product modular design system must have the ability:

1. According to principle of partitioning modules, the product is broken up to suitable classes. Partitioning process of middle modules includes confirming subordinate modules number, describing basic information of subordinate modules, defining interface relationship (including inter interface relationship and outer interface relationship) of subordinate modules and describing interface information of subordinate modules. We get the extending Boolean matrices of interface relationship in the subordinate modules of product and middle modules, and at same time we get the modular tree that shows the hierarchy of product system. Suppose that the max class of modular tree is $z$, if array $\text{num}(u) (u=1,2,\cdots,z)$ represents the module number of the class $u$, $\text{chn}(u)(v)$ represents the subordinate module number of the module $v(v=1,2,\cdots,	ext{num}(u))$ in class $u$,

then according to formula (3), the middle module of every class can be showed as

$$\text{mid}_v = f(\text{ExCh}_v^n M_{\text{chn}(u)(v)+1}, \text{ExCh}_v^n W_{((\text{chn}(u)(v)+1)\times(\text{chn}(u)(v)+1))})$$

where

$$\text{ExCh}_v^n M_{\text{chn}(u)(v)+1} = (ch^n_v m_1, ch^n_v m_2, \cdots, ch^n_v m_{\text{chn}(u)(v)}, om)$$

$$\text{ExCh}_v^n W_{((\text{chn}(u)(v)+1)\times(\text{chn}(u)(v)+1))} = (w_{(\text{row},\text{col})})_{((\text{chn}(u)(v)+1)\times(\text{chn}(u)(v)+1))}$$

$\text{row}, \text{col} = 1,2,\cdots, \text{chn}(u)(v)+1$. Then the subordinate module of class $u$ is the module of module $u+1$, and $ch^n_v m_j = \text{mid}_{v+1}^{n+1}(vi = \sum_{i=1}^z \text{chn}(u)(x) , j = 1,2,\cdots, \text{chn}(u)(v))$. Especially, when a basic module appears in middle classes, it will be taken as the subordinate module of itself.

2. Suppose that the module number of last class is $n$, then $\text{num}(z) = n$. We arrange the basic modules of the product to the basic vector of the product modular system according to their top-down sequence in modular tree. Combining with the outer module, the basic vector is extended to the extending basic vector $(m_1, m_2, \cdots, m_{z}, om)$ (where $m_i = \text{mid}_i^n$, and $i = 1,2,\cdots,n$). The extending basic vector determines the columns and the rows of the extending Boolean matrix of interface relationship in basic modules. Let
correlative coefficient be zero, that is to say,
\[ ExW_{(n+1)\times(n+1)} = (\psi_{xy})_{(n+1)\times(n+1)} = (0)_{(n+1)\times(n+1)}. \]

Table 1 is an extending Boolean matrix of interface relationship in winged missile basic modules.

(3) For \( mid_v^{z-1} (v = 1,2,\cdots,\text{num}(z-1)) \), if \( mid_v^{z-1} \) is a middle module, then its subordinate modules must be basic modules. Suppose that \( row, col = 1,2,\cdots,\text{chn}(z-1)(v) \), then \( \psi_{(row,col)} \) in
\[ Exch_v^{z-1}W_{(\text{chn}(z-1)(v)+1)\times(\text{chn}(z-1)(v)+1)} \] and \( \psi_{(v+row,v+col)} \) in
\[ ExW_{(n+1)\times(n+1)} \] are equal. According to inter correlative coefficient of the extending Boolean matrices of interface relationship in the subordinate modules of middle modules, we may get inter correlative coefficient of the extending Boolean matrix of interface relationship in basic modules, and these inter correlative coefficients are close to the diagonal of the extending Boolean matrix of interface relationship in basic modules, see the part of Figure 1. For example, we can get inter correlative coefficients of basic module missile body, missile wings and helm in shell part through the extending Boolean matrix of interface relationship in the subordinate modules of module shell part.

(4) For module \( mid_v^{z-2} (v = 1,2,\cdots, \text{num}(z-2)) \) in class \( z-2 \), if \( mid_v^{z-2} \) is a middle module and its subordinate modules are basic modules, then we replace inter correlative coefficients of the basic modules with inter correlative coefficients of the subordinate modules of module \( mid_v^{z-2} \) following the step 3. If the subordinate modules of \( mid_v^{z-2} \) are middle modules, we suppose that \( row, col = 1,2,\cdots,\text{chn}(z-2)(v) \) and seeing about the middle module \( ch_v^{z-2}m_{row} \) and \( ch_v^{z-2}m_{col} \) in
\[ Exch_v^{z-1}W_{(\text{chn}(z-2)(v)+1)\times(\text{chn}(z-2)(v)+1)} \]
where \( \psi_{(row,col)} = 1 \).

According to the characters of modular design, the inter interface relationship in the father modules is the outer interface relationship in their son modules, so if module \( ch_v^{z-2}m_{row} \) and \( ch_v^{z-2}m_{col} \) have a inter interface relationship, it means that there are outer interface relationships in their son modules. In this situation, in the extending Boolean matrices of interface relationship in their son modules we should find out the basic modules that their outer correlative coefficients are 1. According to the ability that the interface information can be queried and distinguished, and the character that the interface relationship can be transferred and its quantity is equal, we can find the basic modules that are the subordinate modules and have interface relationship by the type of interface relationship, the main parameters of interface relationship and the condition that the middle modules are partitioned. And we define the correlative coefficients accordingly as 1. For example, the confirming of \( \psi_{2,6} \) and \( \psi_{6,10} \) and so on in Table 1.

When subordinate modules of \( mid_v^{z-2} \) are middle modules or basic modules, the management is same as above, and at this time, if basic module and the subordinate modules of middle module have a interface relationship, that is to say, the relationship is the inter interface relationship of basic module and the outer interface relationship of the subordinate module.

(5) Repeat step 4, and transfer the inter interface relationship in every middle modules to outer interface relationship in their subordinate modules, so interface relationships are transferred downwards and finally turn into the interface relationship of basic modules. And the system interface relationship of product also can be transferred to the outer interface relationship in basic modules. See the outer interface relationship of \( m_s \) and \( m_8 \) in Table 1. The whole extending Boolean matrix of interface relationship in product basic modules is established.

Reverse reasoning strategy of modular interface relationship realizes establish of the extending Boolean matrix of interface relationship in product basic modules. The matrix shows the relationship in basic modules and in basic modules and the environment. Combining with the modular definition model, we can realize the auto form of the extending Boolean matrix of interface relationship in basic modules.
3 Application of the Model

Through the mathematics of product modular system we can know the interface relationship of every two basic modules. If we use $R_k \ (k = 1, 2, \cdots, n)$ to express the basic modules aggregate which have relationship with the basic module $m_k$, then

$$R_k = \{r_l | r_l = m_i \times \omega_{k(l+1)} \text{ and } r_l \neq 0, l = 1, 2, \cdots, n\} \quad (5)$$

Where $r_l = m_i \times \omega_{k(l+1)} = \begin{cases} 0, & \omega_{k(l+1)} = 0 \\ m_i, & \omega_{k(l+1)} = 1 \end{cases}$.

Table 1 The extending Boolean matrix of interface relationship in product basic modules of Figure 1

<table>
<thead>
<tr>
<th>m_1</th>
<th>m_2</th>
<th>m_3</th>
<th>m_4</th>
<th>m_5</th>
<th>m_6</th>
<th>m_7</th>
<th>m_8</th>
<th>m_9</th>
<th>m_{10}</th>
<th>m_{11}</th>
<th>m_{12}</th>
<th>Om</th>
</tr>
</thead>
<tbody>
<tr>
<td>M_1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M_2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M_3</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M_4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>M_5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M_6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M_7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M_8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>M_9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M_{10}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>M_{11}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>M_{12}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Om</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: the space in the Table is 0.

And we can know if basic module $m_k$ has relationship with outer environment through judging the value of $\omega_{(n+1)k}$ and $\omega_{k(n+1)}$. The basic modules aggregate that relates with outer environment is

$$R_{n+1} = \{r_l | r_l = m_i \times \omega_{(n+1)l}, \text{and } r_l \neq 0, l = 1, 2, \cdots, n\}$$

For example, $R_{10}$ is a basic modules aggregate that relate to the basic module $m_{10}$. According to Table 1 and formulation (5), we can get

$$R_{10} = \{m_2, m_6, m_7, m_8, m_9, m_{11}, m_{12}\}.$$ 

Specific relationship is showed in Figure 3.

According to the relationship in basic modules, the hierarchy and inclusive relationship between basic modules and middle modules, we can judge if there is a relationship between random two modules (middle modules or basic modules). The judgment of the relationship in modules provides a possibility of partitioning the task of modular design and demonstrates which two companies have relationship in the process of product concurrent design.

The application of the mathematic model of product modular system also can be researched and discussed as follow:

(1) Realize the automatization and intelligentization of product modular synthesis using the
technology of neural net. We can take product basic modular vector and the extending Boolean matrix of interface relationship in basic modules as input and take product function and structure as output, using the technology of neural net to realize modular synthesis.

(2) Judge if the modular partition is reasonable by the extending Boolean matrix of interface relationship in basic modules. The degree of the product modularization relates to the interface numbers of product basic modules directly. We can Judge if the modular partition is reasonable by computing interface numbers in the extending Boolean matrix of interface relationship. Denmark scholar Juliana Hsuan has done some research (Hsuan, 1999).

(3) Application of the extending Boolean matrix’s variation. The extending Boolean matrix of interface relationship in basic modules describes the common interface relationship in basic modules. We can map the matrix to different departments of the company, such as design, product, assemble, and so on.

4 Conclusion

Orienting the modular design a mathematic model of modular system is presented and is used to realize the mathematic description of modular decomposing “Top-Down” process. Base on the model, mathematic expression of the product interface relationship is discussed. Extending Boolean matrix of modular interface relationship is gotten by reverse reasoning strategy of modular interface relationship. The application based on the mathematic model of modular system and extending Boolean matrix of modular interface relationship is concluded, which provides theory foundation for the researching of modular design software system.
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L-THIA: A Useful Hydrologic Impact Assessment Model

Yongsheng Ma

(Research Scholar, Institute of Water Research, Michigan State University, MI 48823)


1 Introduction

L-THIA (Long-Term Hydrologic Impact Assessment) has been developed by Purdue University (contact persons: Bernie Engel, and Jon Harbor) as a straightforward analysis tool that provides estimates of changes in runoff, recharge and non-point source pollution resulting from past or proposed land use changes. L-THIA was initially designed for planners and natural resource managers because they are familiar with land use change in a particular area, have perhaps the best access to land use information, and are often interested in environmental impacts. Whether it be past, present, or projected land use development scenarios, establishing land use areas and determining CNs as input variables to runoff estimation is a task well-suited to planners and resource managers. L-THIA and many other models determine runoff from precipitation data and a land use / soils index, the Curve Number (CN), developed from real-world data by the United States Department of Agriculture, Soil Conservation Service (USDA, 1986).

It is important to consider the effects land use changes have on surface runoff, stream flow, and groundwater recharge. Expansion of urban areas significantly impacts the environment in terms of ground water recharge, water pollution, and storm water drainage. Urbanization leads to creation of impervious surfaces, which lead to an increase in surface runoff volume, this in turn contributes to downstream flooding and a net loss in groundwater recharge. Eventually loss of recharge affects residential and municipal water supplies. Minimizing the disturbance on an urbanizing watershed is one way of ensuring continued water supply. Since each land use has a different level of impact, careful physical planning can minimize these impacts. Although the impacts of urban sprawl on groundwater recharge and surface water quantity and quality are of considerable importance, many planners, city managers and water resource professionals lack the ability to provide estimates of the potential hydrologic impacts of land use change.

L-THIA was developed as a straightforward analysis tool to provide estimates of changes in runoff, recharge and non-point source pollution resulting from past or proposed land use changes. It gives long-term average annual runoff for a land use configuration, based on actual long-term climate data for that area. By using many years of climate data in the analysis, L-THIA focuses on the average impact, rather than an extreme year or storm.

The SCS CN method, which is a core component of many traditional hydrologic models, has been used in a straightforward simple fashion to assess the long-term hydrological impacts of land use change.

Ref. web sites:
http://www.ecn.purdue.edu/runoff/documentation/about.html
What is L-THIA?
Why use L-THIA?
How L-THIA works?
http://www.ecn.purdue.edu/runoff/documentation/how%20works.html

2 Runoff Basics

Runoff is that portion of precipitation that flows over land surfaces toward larger bodies of water. Before runoff can occur, rainfall must satisfy the immediate demands of infiltration, evaporation, interception, surface storage, and surface detention and/or channel detention. Some are very minor losses, e.g., interception by a corn crop is only about 0.02 inches. However, in a forested area interception may not be minor, accounting for up to 25 percent of the rainfall. For short time periods (storms) on agricultural lands:

\[
\text{rainfall} - \text{runoff} = \text{infiltration}
\]

This can be illustrated by a hydrograph with a steady rainfall input:
Notice that runoff is an approximate mirror image of infiltration (with some additional time-lag for overland flow travel lag).

3 Factors Affecting Runoff

There are two broad categories of factors that control runoff: rainfall (storm) characteristics and watershed physical conditions. Important rainfall characteristics include duration, amount, intensity and distribution. Key watershed factors are:

**Size**

For a fixed return interval, as watershed size increases, the runoff per unit area decreases. This occurs primarily because average rainfall amount decreases with increasing area; secondarily, increased travel time for runoff allows more infiltration and other losses.

**Shape**

For equal sized watersheds, runoff decreases as overland flow length increases. This results from the increased time of concentration. Longer duration storms, needed to produce runoff from all points in watershed, have lower average intensities.

**Topography**

Surface slopes and roughness greatly influence runoff. Steep slopes reduce time of concentration and detention volume. Roughness increases surface storage and promotes greater infiltration, both of which decrease runoff.

**Soils**

Watershed soils influence infiltration and deep seepage rates. Infiltration must be satisfied before runoff begins.

**Surface culture**

Modern agricultural practices promote infiltration, slow runoff and reduce the antecedent water content of soils prior to a storm event.

**Runoff hydrograph**

A graph of runoff rate vs. time is called a runoff hydrograph. The shape of a hydrograph depends on the time distribution of rainfall and upon watershed flow characteristics. However, most hydrographs bear some resemblance to the "typical shape" shown below:

The receding limb of a hydrograph usually extends over a longer period of time than the rising limb. The area under the curve gives the volume runoff (volume/time x time = volume). In this course, we will primarily use the peak runoff rate in our problems. Since hydrographs of previous storm events are seldom available for small watersheds, estimates of peak rates and/or volume must be made using computational models rather than from statistical analyses of past records.

Ref web site:
http://www.ecn.purdue.edu/runoff/documentation/runoff.htm

4 The SCS Curve Number Method

The SCS curve number method is a simple, widely used and efficient method for determining the approximate amount of runoff from a rainfall even in a particular area. Although the method is designed for a single storm event, it can be scaled to find average annual runoff values. The start requirements for this method are very low, rainfall amount and curve number. The curve number is based on the area's hydrologic soil group, land use, treatment and hydrologic condition. The 2 former being of greatest importance.
The concept of a limited recharge capacity, which is determined by antecedent moisture conditions and by the physical characteristics of the drainage basin, has been elaborated by the U.S. Soil Conservation Service to a preconceived multiple correlation model in which the partial correlations are expressed in tabular form. This method is described in the S.C.S. National Engineering Handbook (1964; SCHULZ, 1966). It takes its name from the curve number

\[
CN = \frac{1000}{(10 + S)} \quad (1)
\]

Where \( S \) is the recharge capacity or “potential maximum retention” at a certain time. The curve number is found from tables as a function of antecedent rainfall, land use, density of pant cover, soil type, and not readily applicable in other parts of the world. If used outside the U.S.A., they will first have to be adjusted to local conditions.

The underlying concept of the model is: \( I_a = 0.2S \) is an initial quantity of interception, depression storage, and initial infiltration that must be satisfied by any rainfall before runoff can occur.

The ratio of direct runoff \( Q \) and the precipitation minus the initial loss \( P - I_a \) equals the ratio of the actual recharge minus initial loss, \( P - Q - I_a \) and the mathematical model could be based.

\[
\frac{Q}{(P - I_a)} = \frac{(P - Q - I_a)}{S} \quad (2)
\]

or

\[
Q = \frac{(P - I_a)^2}{(P - I_a + S)}
\]

And since \( I_a = 0.2S \) it follows that:

\[
Q = \frac{(P - 0.2S)^2}{(P + 0.8S)} \quad (3)
\]

The curve expressing the relation of \( Q \) and \( P \) depending on the parameter \( S \) (and \( I_a = 0.2S \)) is the only parameter in this model that determines the relationship between the amount of rainfall in one day and the corresponding daily amount of rainfall excess that will subsequently. A heterogeneous basin may be divided into sub-areas with different curve numbers. The total rainfall excess is then obtained by adding up the amounts that have been computed for the sub-areas. The basic assumption, which has been expressed in Eq. 2, is certainly open to criticism. For high values of \( P \) and \( Q \) the left hand side of Eq. 2 approaches unity, whereas the right hand side cannot exceed the value of 0.8, unless the actual recharge \( P - Q \) exceeds the recharge capacity \( S \). This, of course, is in contradiction with the concept of recharge capacity. Substitution of \( Q = P - S \) in Eq. 3 shows that the limit is reached for \( P = 4.2S \). Therefore the U.S. Soil conservation Service introduced the limits \( P > I_a \) and \( S > I_a + F \), where \( F = P - I_a - Q \). It follows that \( S > P - Q \). For high curve numbers which go with a small recharge capacity, this could imply a definite restriction to the method’s applicability.

Be transformed into direct runoff.

\[
\frac{Q}{(P - I_a)} = \frac{(P - Q - I_a)}{S} \quad (2)
\]

or

\[
Q = \frac{(P - I_a)^2}{(P - I_a + S)}
\]

And since \( I_a = 0.2S \) it follows that:

\[
Q = \frac{(P - 0.2S)^2}{(P + 0.8S)} \quad (3)
\]

The curve expressing the relation of \( Q \) and \( P \) depending on the parameter \( S \) (and \( I_a = 0.2S \)) is the only parameter in this model that determines the relationship between the amount of rainfall in one day and the corresponding daily amount of rainfall excess that will subsequently. A heterogeneous basin may be divided into sub-areas with different curve numbers. The total rainfall excess is then obtained by adding up the amounts that have been computed for the sub-areas. The basic assumption, which has been expressed in Eq. 2, is certainly open to criticism. For high values of \( P \) and \( Q \) the left hand side of Eq. 2 approaches unity, whereas the right hand side cannot exceed the value of 0.8, unless the actual recharge \( P - Q \) exceeds the recharge capacity \( S \). This, of course, is in contradiction with the concept of recharge capacity. Substitution of \( Q = P - S \) in Eq. 3 shows that the limit is reached for \( P = 4.2S \). Therefore the U.S. Soil conservation Service introduced the limits \( P > I_a \) and \( S > I_a + F \), where \( F = P - I_a - Q \). It follows that \( S > P - Q \). For high curve numbers which go with a small recharge capacity, this could imply a definite restriction to the method’s applicability.
characteristics of the soil surface and plant cover.

Ref. web sites:
About ILRI:
http://www.ilri.nl/institute/ilri.html
http://www.ecn.purdue.edu/runoff/documentation/scs.htm
http://pasture.ecn.purdue.edu/~aggrass/agnps/runoff.html#curve%20number

Derivation of SCS Curve Number Method:
http://www.engr.udayton.edu/Civil/CIE%20333%20Winter%202002/SCS_CN.htm

About TR-55:
http://www.brc.tamus.edu/epic/documentation/tr55method.html
For detail:
http://www.ecn.purdue.edu/runoff/documentation/scs.htm

5 Non-Point Source Pollution and Hydrologic Soil Groups

NPS pollution comes from many diffuse sources. It is caused by rainfall or snowmelt moving over and through the ground. Runoff after rain events pick up and carry away natural and human-made pollutants, finally depositing them into lakes, rivers, wetlands, coastal waters, and even our underground sources of drinking water. NPS pollution remains the largest source of pollution of water bodies the United States. (EPA, 1997).

For detail:
http://www.ecn.purdue.edu/runoff/documentation/nps/nps.htm

NPS Pollution - Common Sources:
http://www.ecn.purdue.edu/runoff/documentation/nps/common_nps.htm

NPS Pollution - Reducing Sources:
http://www.ecn.purdue.edu/runoff/documentation/nps/reducing_nps.htm

Soils are classified by the Natural Resource Conservation Service into four Hydrologic Soil Groups based on the soil's runoff potential. The four Hydrologic Soil Groups are A, B, C and D. Where A's generally have the smallest runoff potential and Ds the greatest.

Details of this classification can be found in ‘Urban Hydrology for Small Watersheds’ published by the Engineering Division of the Natural Resource Conservation Service, United States Department of Agriculture, Technical Release–55.

Group A is sand, loamy sand or sandy loam types of soils. It has low runoff potential and high infiltration rates even when thoroughly wetted. They consist chiefly of deep, well to excessively drained sands or gravels and have a high rate of water transmission.

Group B is silt loam or loam. It has a moderate infiltration rate when thoroughly wetted and consists chiefly of soils with a layer that impedes downward movement of water and soils with moderately fine to fine structure.

Group C soils are sandy clay loam. They have low infiltration rates when thoroughly wetted and consist chiefly of soils with a layer that impedes downward movement of water and soils with moderately fine to fine structure.

Group D soils are clay loam, silt clay loam, sandy clay, silt clay or clay. This HSG has the highest runoff potential. They have very low infiltration rates when thoroughly wetted and consist chiefly of clay soils with a high swelling potential, soils with a permanent high water table, soils with a clay pan or clay layer at or near the surface and shallow soils over nearly impervious material.

For detail:
http://www.ecn.purdue.edu/runoff/documentation/hsg.html

6 Getting Started - A Tutorial for L-THIA

This document describes how to get started in using the L-THIA WWW system. An example application of L-THIA WWW is presented to describe how to use the system.

For detail:
http://www.ecn.purdue.edu/runoff/documentation/tutorial.htm

The model runs can be made by selecting the input option from the menu on the left to return to the input form. There are several options of input: the basic input, detailed input, advanced input, and impervious area input.

7 L-THIA Input

To begin using L-THIA WWW, select the arrow to the left of the input option from the menu on the left.
Scenario Name
The scenario name will be used in tracking your L-THIA analysis.

Location
Select the location of the area being analyzed (State and County) from pull down menus. The location information is used to select the appropriate rainfall data for running L-THIA.

Units
Select the units that will be used in describing the area you are analyzing.

Land Use
The land uses considered are selected from the SELECT LANDUSE menus. Be sure that all of the columns add to the same amount of land. You may need to click on another entry box for the last value entered to the included in the totals.

Hydrologic Soil Groups
Hydrologic soil group is a soil property that characterizes the runoff tendency of the soil. If you do not know the hydrologic soil group for an area you wish to analyze, this information can be obtained after selecting the state of interest in state field.

If the detailed input was selected, the user can define a custom land use. In the land use drop down menu, choose the custom option. In the pop-up box, enter a name for the land use and the appropriate curve number separated by a comma. The last column of the input sheet is labeled "SELECT Land Use Similar to the Custom Land Use for NPS Estimation". In this column select the land use that most closely represents the custom land use for the approximation of NPS pollution.

Ref web sites: L-THIA WWW: A short tour:
http://www.ecn.purdue.edu/runoff/documentation/downloads/lthiawww1.ppt

(1) The basic input and detailed input
You can select either basic or detailed input. With the basic input the user can chose from 8 different land use types. This input form is for involved community people who many not have a background in land use planning but are concerned with development in their area. The detailed input has 13 different land use choices plus a custom field. If the custom field is chosen the user can create a new land use by defining the appropriate curve number. Land use planners, developers; landscape architects and consu- lants are the intended users of this type of input.

(2) The advanced input page
The Advanced input page should be used in one or more of the following situations.

a. The user wants to calculate the NPS pollution for pollutants other than the standard pollutants

b. The user wants to enter pollutant expected mean concentration (EMC) values other than the default values for these pollutants.

c. The user wants to specify a LAND USE other than the default LAND USES for a given land area.

Link to L-THIA Advanced Input:
http://www.ecn.purdue.edu/runoff/lthia/advanced_input.htm

(3) The impervious area input
The 'Percent Impervious Area Input' of L-THIA is best suited for urban land use change analysis. The Curve Number (CN) Value calculated by the model for this particular input is based on the assumption that the pervious area is 'grass' in 'fair' condition.

In case the pervious area is agricu- ltural or forest for example the CN value and consequently the runoff generated will be very different. Land uses such as agriculture, also generate runoff and impact the long- term hydrology of the watershed. Converting agricultural land to urban use generates less difference in the amount of runoff than if grassland or forest is converted to higher intensity uses such as commercial or high density residential.

Link to L-THIA Impervious Input:
http://www.ecn.purdue.edu/runoff/lthia/impervious_input.htm

For how using L-THIA first to visit:
http://www.ecn.purdue.edu/runoff/documentation/lthiaurlink.htm

8 L-THIA Output

Once L-THIA runs (a few seconds), the results will appear in the WWW browser. The average annual depth of runoff for each land use and soil combination is also reported as shown.

Runoff

Average annual runoff volumes are also reported in tabular form in this section. Volumes are reported for each time period analyzed.

If you are going to want to review your data later, provide a user name and password at the bottom of the page.

The runoff depth and volume results can also be viewed in graphical form by selecting the bar chart or pie chart option from the menu on the left side of the web browser window.

Non-Point Source Pollution

Non-point source (NPS) pollution results can be obtained by selecting NPS in the menu on the left (use the mouse to click on the triangle symbol beside NPS). A list of NPS outputs will be made available as shown in the figure at the right. Select the NPS pollutant of interest and then select the format that you wish to use when viewing the data.

9 Conclusion

L-THIA results can be used to aid land use planners in a variety of ways. For instance, a planner may decide to change the land use based on soil type, to minimize impact in a given area. That is because the same land use located on different hydrologic soil types has different impacts. Also, since the amount of runoff generated by different land uses is a function of the hydrologic soil type and the land use, relocating land uses based on the hydrologic soil type can in some cases significantly reduce the long-term impact of the development.

Ref. web sites:
Advanced GIS version:
http://www.ecn.purdue.edu/runoff/documentation/downloads/lthiagiswww111.avi
Field Evaluation of permeable pavements for storm water management:
Street storage for combined sewer surcharge control:
Low impact development (LID):
Low impact development hydrology analysis:
http://www.ecn.purdue.edu/runoff/documentation/downloads/LID_HYDR.PDF
Chaotic Analysis on Precipitation Time Series of Sichuan Middle Part in Upper Region of Yangtze

Baohui Men $^{1,2}$, Chuan Liang $^2$, Xiejing Zhao $^1$

(1.Agricultural Department, Key Open Laboratory of Agriculture Resource and Environment in Yangtze River Upper Reaches, Chengdu, Sichuan 610066, China, bhmen1973@sohu.com; 2.College of Hydraulic Engineering, Sichuan University, Chengdu, Sichuan 610065, China)

Abstract: Based on the introduction of main quantitative indexes (correlation dimension $D_2$ and Kolmogorov entropy) in reconstruction phase-space technique, according to precipitation time series of Sichuan middle part in upper regions of Yangtze, relationship between embedding dimension $m$ and correlation dimension $D_2$ is discussed and saturation correlation dimension, minimum embedding dimension and Kolmogorov entropy are calculated, that is, $D_2 = 5.11$, $m = 10$ and $k = 0.338$. Meanwhile, primary component analytic method (PCA) is applied to validate its chaotic character and result shows forecasting length for this precipitation time series should be less than 2.96 years. Thus, chaotic analysis on precipitation time series provides a scientific gist for precipitation forecasting. [Nature and Science, 2004,2(1):74-78].

Key words: correlation dimension; Upper regions of Yangtze; Primary component analysis (PCA); Kolmogorov entropy

1 Introduction

Mainly focusing on those anomalous and noperiodic macroscopical spatio-temporal phenomenon, chaotic theory is about research of special muddle behavior in dynamic system evolving, which reveals the underlying regulations of those appearing stochastic and out-of-order behavior. Chaotic theory, as a newly development of nonbalancable Stat – physics, comes up with new methods of researching some special and muddleheaded phenomenon.

Amount of yearly precipitation has direct effect on water resource exploitation and utility and is also closely related to occurrence and evolution of drought and flood. Therefore, precise forecast of annual precipitation provides not only scientific gist for water resource exploitation but also guidance for calamity precaution and salvage. Considering precipitation is uncertain or stochastic, we need form scientific and reasonable predicting models as well as probe system causing precipitation as uncertain and stochastic and determine effective phase-space, providing foundation for making dynamical forecasting models.

Fractal theory, aiming at researching fractal characteristic of complex system and determining state space of time series, is an efficient tool for explaining complicated dynamical system and is widely used in field of physics, chemistry, biology, medicine, geology, weather, hydrology etc. In this thesis, according to precipitation time series of Sichuan middle part in upper regions of Yangtze, from 1953 to 2002 (Figure 1), from the view of correlation dimension $D_2$ and Kolmogorov entropy, regulation of precipitation formation and evolution is discussed, and then PCA is applied to validate chaotic feature of precipitation time series.

2 Chaotic Systems

Out-of-order in chaotic theory refers to those appearing disorder but not simply and normal chaos. For this reason, before there is ripe identifying method in describing features of attractor, we can recognize chaos from the point of correlation dimension $D_2$ and Kolmogorov entropy.
2.1 Phase-space reconstruct technique

Ruelle proposes to change system phase-space with a new \( n \)-dimensional phase-space (embedding phase-space) resulting from time series \( x_t \) and its continual movement \( x_{t+1}, x_{t+2}, \ldots, x_{t+(n-1)} \), and points out dimension of reconstruction phase-space \( m \) should be more than or equal to two times plus 1 of state space, that is

\[
m \geq 2d + 1
\]

Take a scalar time series \( x_1, x_2, \ldots, x_n \) in system phase-space as an example. Supposing its dimension \( d \) is 1, its dimension of embedding phase-space should be 3. If here \( m = 4 \), \( x_1, x_2, x_3, x_4 \) forms the first vector \( Y_1 \) of a four-dimensional state space and then moving right one step, \( x_2, x_3, x_4, x_5 \) forms the second vector \( Y_2 \). Just do in the same way, \( Y_1, Y_2, Y_3, \ldots, Y_4 \) forms the time series of reconstruction phase-space.

2.2 Correlation dimension \( D_2 \)

In time series of \( Y_1, Y_2, Y_3, \ldots, Y_4 \), supposing \( r_y \) is the absolute value of difference between two sectors, namely,

\[
r_y = \left| Y_i - Y_j \right|
\]

Then \( r_y \) which is in the range of maximum and minimum \( r_y \) is determined. With the justification of \( r_y \), a group of value of \( \ln r_y, \ln C(r) \) and correlation dimension can be calculated. The definition of correlation dimension is as follows:

\[
D_2 = \lim_{r \to 0} \ln \frac{\ln C(r)}{\ln (r_y)}
\]

\[
C(r) = \frac{1}{l^2} \sum_{i \neq j} H(r_y - r) \left| Y_i - Y_j \right| = \frac{1}{l^2} \sum_{i \neq j} H(r_y - r_y)
\]

\[
H(z) = \begin{cases} 1 & z > 0 \\ 0 & z \leq 0 \end{cases}
\]

Where \( l \) is the total number of state vectors \( Y \), \( r_y \) is sphere diameter with the center of \( Y_i \) or \( Y_j \), \( \left| Y_i - Y_j \right| \) is Euclid distance, \( H \) is the function of Heaviside step function.

Numbers in Table 1 come from (3),(4),(5), \( r_y = \{300, 400, 500, 1000\} \), embedding dimension \( m = \{4, 5, \ldots, 13\} \).

Using numbers in Table 1, we can draw a plot of \( \ln C(r) \sim \ln r_y \). If line part exits, we say this time series has the feature of fractal, and slope of line is the correlation dimension (correlation dimension of the attractor). Figure 2 shows the relation between \( \ln C(r) \) and \( \ln r_y \).

From Figure 2, we see in chart of \( \ln C(r) \sim \ln r_y \), with different embedding dimension \( m \), part of linear correlation does exit, that is, precipitation time series of Sichuan middle part in upper regions of Yangtze has fractal feature. Slope of line in each curve is the correlation dimension corresponding \( m \). Figure 3 shows the relation between correlation dimension \( D_2 \) and different embedding dimension \( m \).

In Figure 3, we see when \( m = 10 \), correlation dimension tends to be stable, namely saturate. So when \( D_2 = 5.11 \), we say minimum embedding dimension \( m = 10 \) represents effective freedom rate of dynamical system. That is, when embedding phase-space of precipitation time series is 10, correlation dimension of the attractor is 5.11. From this aspect, we can draw a conclusion that precipitation time series of middle part of Sichuan in upper regions of Yangtze has chaotic feature. In order to further organize chaotic feature of this time series, PCA is introduced.

Figure 1  Precipitation Series in Middle Region Sichuan Province of Yangtze Rive Up Reaches
### Table 1  Data Calculation Table of \( r_0 \sim C(r) \sim m \)

<table>
<thead>
<tr>
<th>C(r)</th>
<th>r0</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>600</th>
<th>700</th>
<th>800</th>
<th>900</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td></td>
<td>0.1290</td>
<td>0.2884</td>
<td>0.4903</td>
<td>0.7103</td>
<td>0.8841</td>
<td>0.9674</td>
<td>0.9946</td>
<td>1.0000</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>0.0766</td>
<td>0.1777</td>
<td>0.3526</td>
<td>0.5709</td>
<td>0.7949</td>
<td>0.9272</td>
<td>0.9839</td>
<td>0.9981</td>
</tr>
<tr>
<td>6</td>
<td></td>
<td>0.0499</td>
<td>0.1062</td>
<td>0.2415</td>
<td>0.4331</td>
<td>0.6948</td>
<td>0.8647</td>
<td>0.9644</td>
<td>0.9921</td>
</tr>
<tr>
<td>7</td>
<td></td>
<td>0.0351</td>
<td>0.0651</td>
<td>0.1581</td>
<td>0.3140</td>
<td>0.5733</td>
<td>0.7893</td>
<td>0.9298</td>
<td>0.9824</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>0.0330</td>
<td>0.0471</td>
<td>0.1011</td>
<td>0.2353</td>
<td>0.4451</td>
<td>0.7112</td>
<td>0.8821</td>
<td>0.9654</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>0.0317</td>
<td>0.0385</td>
<td>0.0646</td>
<td>0.1508</td>
<td>0.3333</td>
<td>0.6145</td>
<td>0.8175</td>
<td>0.9342</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>0.0291</td>
<td>0.0351</td>
<td>0.0506</td>
<td>0.1041</td>
<td>0.2374</td>
<td>0.5253</td>
<td>0.7537</td>
<td>0.9084</td>
</tr>
<tr>
<td>11</td>
<td></td>
<td>0.0275</td>
<td>0.0325</td>
<td>0.0425</td>
<td>0.0762</td>
<td>0.1725</td>
<td>0.4275</td>
<td>0.6963</td>
<td>0.8738</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>0.0256</td>
<td>0.0309</td>
<td>0.0401</td>
<td>0.0572</td>
<td>0.1256</td>
<td>0.3123</td>
<td>0.6292</td>
<td>0.8435</td>
</tr>
</tbody>
</table>

![Graph](graph.png)

#### Figure 2  Relation between \( \ln(r_0) \) and \( \ln(C(r)) \)

2.3 **Primary component analysis (Pca)**

PCA is a newly proposed method in organizing noise and chaos. The step of this method is as follows:

Supposing a scalar time series is \( x_1, x_2, \ldots, x_n \), after reconstructing phase-space (embedding dimension is \( m \), and delay time is \( \tau \)), matrix

\[
Y_{i;m} = \frac{1}{l^{1/2}} \begin{bmatrix} x_1 & x_2 & \cdots & x_n \\ x_2 & x_3 & \cdots & x_{n+1} \\ \vdots & \vdots & \ddots & \vdots \\ x_l & x_{l+1} & \cdots & x_n \end{bmatrix} = \begin{bmatrix} Y_1 \\ Y_2 \\ \vdots \\ Y_l \end{bmatrix}
\]

Calculate covariance matrix \( A_{i;m} = \frac{1}{l} Y_{i;m}^T Y_{i;m} \).
and its eigenvalue $\lambda_i$ $(i = 1, 2, 3, \cdots, m)$ and eigenvector $U_i$ $(i = 1, 2, 3, \cdots, m)$, then order them $\lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_m$ in descending sequence. Eigenvalue and eigenvector is called primary sector. Sum of all eigenvalue $\gamma$ is $\gamma = \sum_{i=1}^{m} \lambda_i$. Chart of $i$ and $\ln(\lambda_i / \gamma)$ is called primary spectrum. Primary spectrum of noise, which is parallel to $x$ axis, is quite different from that of chaotic serial, which is a line across fixed dot with negative slope.

Figure 4 is the chart of primary spectrum. According to feature of spectrum of chaotic time series, we can further determine that precipitation time series has chaotic feature.

![Figure 3 Relation between $m$ and $D_2$](image)

![Figure 4 Relation between $i$ and PCA](image)

### 2.4 Kolmogorov entropy

Another important index of chaotic feature is Kolmogorov entropy, which provides upper and lower range of average amount of information in unit time. Generally, for a sequential system, $K = 0$; for a stochastic system, $K = \infty$. When $0 < K < \infty$, system is a chaotic system, and the bigger $K$ is, the more serious the degree of chaos is. Formula proposed by Grassberger-Proccacia algorithm is:

$$K_2 = \frac{1}{\tau} \ln \frac{C_m(r)^2}{C_{m+1}(r)^2}$$  \hspace{1cm} (4)

Where: $\tau$ is delay time, $C_m(r)$ is the value of $C(r)$ when embedding dimension of phase-space is $m$, $C_{m+1}(r)$ is the value of $C(r)$ when embedding dimension of phase-space is $m+1$.

Choice of $\tau$ and $m$ is key to calculation of dimension, index and entropy. In application, we need to consider dimension of embedding phase-space as well as $\tau$ which has better simulating effect.
In theory, when \( m \rightarrow \infty \), \( K_2 \rightarrow K \). In fact, when \( m \) is somewhat value, \( K_2 \) tends to be stable and this stable value can be used as estimating value of \( K \).

![Figure 5  Relations between m+1 and K](image)

Figure 5 shows the relation between \( k \) and \((m+1)\). From Figure 5, we know with the increase of \( m \), \( k \) tends to be stable and when \((m+1)=11\), Kolmogorov entropy comes to saturation, that is, \( K = 0.338 \ (> 0) \). This data also indicates the chaotic feature of precipitation time series of Sichuan middle part in upper regions of Yangtze. \( 1/K \) shows predictable length of this system is 2.96 years.

3 Conclusion

Correlation dimension \( D_2 = 5.11 \) and Kolmogorov entropy \( k = 0.338 \) are achieved by reconstructing phase-space. Primary component analysis further validates the chaotic feature of precipitation time series of Sichuan middle part in upper regions of Yangtze and the reciprocal of Kolmogorov entropy tells us predicting length of precipitation time series should be 2 to 3 years instead of long-term prediction, which provides scientific gist for determining length of predicting period.

Acknowledgement

This study is supported by HI-TECH Research and Development Program of China 2002AA6Z3263.

References

Using RAGA for Multi-objective Planning of Soil and Water Conservation in a Small Watershed

Yankun Sun¹, Qiang Fu²

(1. School of Resources & Environment, Northeast Agriculture University, Harbin, Heilongjiang 150030, China; 2. School of Water Conservancy & Civil Engineering, Northeast Agriculture University, Harbin, Heilongjiang 150030, China, fuqiang100@371.net)

Abstract: Difficulties of optimizing many parameters at the same time were overcome by combining the optimized method named Real coded based Accelerating Genetic Algorithm (RAGA) with multi-objective planning techniques. Both partial optimization and quick convergence could be achieved. A multi-objective planning model was used to suggest soil and water conservation measures for a small watershed named Xinglong in the Song Nen Plain. [Nature and Science, 2004,2(1):79-84].
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1 Introduction

At present, there are many methods that have been used in small watershed soil and water conservation comprehensive planning. For example, multi-objective planning, empirical planning, computer aided planning, linear programming and objective planning. Because linear programming has the shortcoming of single object, and objective planning desires there must have expected value in every objective function, multi-objective planning can overcome both shortcoming and satisfy the multi-objective demand in small watershed soil and water conservation comprehensive planning. So, multi-objective planning has been applied widely. (Zhou. 1997) Also method of step by step (STEM) is usually adopted to calculate the problem of multi-objective planning and essential of this method is a iteration method or trial method. Since there are many parameters and restrict factors, and the interior relations are complex. Though it is easy to converge and mature early. But, it is easy only to seek the partial best value, and can’t seek the overall best value. For these reasons, the author put forward to combine the GA (Genetic Algorithm) with multi-objective planning to deal with this kind of issue.

2 Real Coding Based Accelerating Genetic Algorithm (RAGA)

Genetic Algorithm has been put forward by Professor Holland. (Michigan University, USA) The main operations include selection, crossover and mutation. (Jin, et al. 2000; Fu, et al. 2001; Yun. 2000; Xuan, et al. 2000)

The coding mode of traditional GA adopted binary system. But binary system coding mode has many abuses. So, inheriting the work by Jin in 2000, the author put forward a new method named RAGA, which includes 8 steps. (Jin, et al. 2000; Fu, et al. 2001).

3 A Case Study

Xinglong small watershed lies in the middle part in Heilongjiang Province of China. It has been dig up in 1900. The main soil style is chernozem. The depth of soil is 30mm to 40mm.

The whole area of 843.12 hm², that accounts for 66.7 percent of the watershed, has been eroded.
available soil depth is reducing in successive years. The soil fertility descends and the provision reduced. According to investigation, there are about 0.3 to 0.7 hm² sloping field have been nibbled. The soil and water loss is rather serious. So, it is necessary to carry through soil and water conservation comprehensive planning and set up synthetic optimum mode. Thus, we can advance the economy development of the watershed and prevent and cure the disaster of soil and water loss. (Zhou. 1997).

3.1 Select and treat with the objective function (Zhou. 1997; Yun. et al. 2000)

According to the natural economy rule and people’s demand, we can define the objective function as follows.

(1) The maximum economy net income

\[ Maxf_1(x) = 134.5x_1 + 97x_2 + 59.5x_3 + 49.1x_4 + 39.1x_5 + 29.1x_6 + 423x_7 + 363x_8 + 231x_9 + 155x_{10} + 135x_{11} + 650x_{12} + 600x_{13} + 329x_{16} + 329x_{17} + 329x_{18} + 852x_{25} + 17.5x_{26} + 22.5x_{27} + 72x_{28} + 210x_{29} + 160x_{30} \]

(2) The maximum provision yield

\[ Maxf_2(x) = 350x_1 + 300x_2 + 250x_3 + 1200x_4 + 1000x_5 + 800x_6 + 400x_7 + 350x_8 + 240x_9 + 200x_{10} + 180x_{11} \]

(3) The minimum quantity of soil loss

\[ M \inf f_3(x) = 0.333(x_1 + x_4 + x_7) + 0.017x_2 + 0.036(x_3 + x_5) + 0.1313x_6 + 0.164x_8 + 0.134x_9 + 0.073(x_{10} + x_{12}) + 0.153(x_{11} + x_{13}) + 0.25(x_{16} + x_{17} + x_{18} + x_{19} + x_{20} + x_{21} + x_{22} + x_{23} + x_{24}) \]

We can adopt the method of linearity-weighted array to transform multi-objective function to single objective function.

\[ MaxF = \sum_{i=1}^{3} \alpha_i \cdot Maxf_i(x) = \alpha_1 \cdot Maxf_1(x) + \alpha_2 \cdot Maxf_2(x) + \alpha_3 \cdot M \inf f_3(x) \]

According to the experience of experts, we select the weight coefficients are as follows:

1. The coefficient of the maximum economy net income is 0.55 (\( \alpha_1 = 0.55 \));
2. The coefficient of the maximum provision yield is 0.35 (\( \alpha_2 = 0.35 \));
3. The coefficient of the minimum quantity of soil loss is 0.1 (\( \alpha_3 = 0.1 \)).

3.2 Make the decision-making variable and restraint condition (Zhou. 1997)

According to the practical condition, we setup variables that have great influence and drop out variables that have little influence. At last, we select the 30 decision-making variables as follows. See also table 1.

### Table 1 Table of decision-making parameters

<table>
<thead>
<tr>
<th>Decision-making variable</th>
<th>Meanings of decision-making variable</th>
<th>Decision-making variable</th>
<th>Meanings of decision-making variable</th>
<th>Decision-making variable</th>
<th>Meanings of decision-making variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>Area of the first grade field for planting wheat.</td>
<td>( x_{11} )</td>
<td>Area of the third grade field for planting mixed grain through building sloping terrace</td>
<td>( x_{21} )</td>
<td>Area of the fourth grade field to planting timber</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>Area of the second grade field for planting wheat through building terrace</td>
<td>( x_{12} )</td>
<td>Area of the second grade field for planting economy crop through building terrace</td>
<td>( x_{22} )</td>
<td>Area of the second grade field to planting shrub</td>
</tr>
<tr>
<td>( x_3 )</td>
<td>Area of the third grade field for planting wheat through building sloping terrace.</td>
<td>( x_{13} )</td>
<td>Area of the third grade field for planting economy crop through building sloping terrace.</td>
<td>( x_{23} )</td>
<td>Area of the third grade field to planting shrub</td>
</tr>
<tr>
<td>( x_4 )</td>
<td>Area of the first grade field for planting corn.</td>
<td>( x_{14} )</td>
<td>Area of the second grade field for planting artificial grazing</td>
<td>( x_{24} )</td>
<td>Area of the fourth grade field to planting shrub</td>
</tr>
<tr>
<td>( x_5 )</td>
<td>Area of the second grade field for planting corn through building terrace</td>
<td>( x_{15} )</td>
<td>Area of the third grade field to planting artificial grazing</td>
<td>( x_{25} )</td>
<td>Number of milk cow</td>
</tr>
<tr>
<td>( x_6 )</td>
<td>Area of the third grade field for planting wheat through building sloping terrace.</td>
<td>( x_{16} )</td>
<td>Area of the second grade field to planting economy woods.</td>
<td>( x_{26} )</td>
<td>Number of chicken</td>
</tr>
<tr>
<td>( x_7 )</td>
<td>Area of the first grade field for planting soybean.</td>
<td>( x_{17} )</td>
<td>Area of the third grade field for planting economy woods.</td>
<td>( x_{27} )</td>
<td>Number of duck and goose</td>
</tr>
<tr>
<td>( x_8 )</td>
<td>Area of the second grade field for planting soybean through building terrace</td>
<td>( x_{18} )</td>
<td>Area of the fourth grade field for planting economy woods.</td>
<td>( x_{28} )</td>
<td>Number of sheep</td>
</tr>
<tr>
<td>( x_9 )</td>
<td>Area of the third grade field for planting soybean through building sloping terrace.</td>
<td>( x_{19} )</td>
<td>Area of the second grade field for planting timber</td>
<td>( x_{29} )</td>
<td>Number of pig</td>
</tr>
<tr>
<td>( x_{10} )</td>
<td>Area of the second grade field for planting mixed grain through building terrace</td>
<td>( x_{20} )</td>
<td>Area of the third grade field for planting timber</td>
<td>( x_{30} )</td>
<td>Number of big livestock</td>
</tr>
</tbody>
</table>
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We can construct four kinds of restricted function according to many aspects. Such as soil resources, population, grain and oil, farming, feedstuff, dry firewood, yield, fertilizer, labor, yield development, people's demand and so on.

3.2.1 Soil restriction
(1) The first grade land restriction:
\[ x_1 + x_4 + x_9 = 6849.25 \]
(2) The second grade land restriction:
\[ x_2 + x_3 + x_9 + x_{10} + x_{12} + x_{14} + x_{16} + x_{19} + x_{22} = 5499.4 \]
(3) The third grade field restriction:
\[ x_3 + x_6 + x_9 + x_{11} + x_{13} + x_{17} + x_{20} + x_{23} = 4625.11 \]
(4) The fourth grade land restriction:
\[ x_{18} + x_{21} + x_{24} = 331.64 \]

3.2.2 Production development restriction.
(5) In order to satisfy the demand of commodity grain base for provision, the average area can't be less than 0.37 hm$^2$. The total population is 2094.
\[ \geq ++++ \]
(6) The area of artificial grassland can't be less than 100 hm$^2$.
\[ x_{14} + x_{15} \geq 1500 \]
(7) The bestrow rate by forest should be more than 20 percent.
\[ x_{16} + x_{17} + x_{18} + x_{20} + x_{21} + x_{22} + x_{23} + x_{24} \geq 2651.9 \]
(8) According to the national task, the total output can't be less than 1700000 kg.
\[ 350x_1 + 300x_3 + 250x_9 \geq 1700000 \]
(9) The yield of soybean can't be less than 200000 kg.
\[ 400x_5 + 350x_9 + 240x_9 \geq 400000 \]
(10) The demand for other food grains can't be less than 2.5 kg per people.
\[ 200x_{10} + 180x_{11} \geq 10470 \]
(11) According to exploited standard of small watershed, the area of economy wood can't be less than 20 percent of wood.
\[ x_{16} + x_{17} + x_{18} \geq 20\% \left( x_{14} + x_{15} + x_{16} + x_{17} + x_{18} + x_{19} + x_{20} + x_{21} + x_{22} + x_{23} + x_{24} \right) \]

3.2.3 Balancing restriction.
(13) Balance restriction of forage grass.
\[ 175x_1 + 140x_3 + 105x_3 + 245x_4 + 210x_5 + 175x_6 + 175x_7 + 140x_8 + 112x_9 + 140x_{10} + 122x_{11} + 3000x_{14} + 3000x_{15} - 5000x_{25} - 1300x_{28} - 1800x_{29} - 4400x_{30} \geq 9600 \]
Balance restriction of forage firewood.
\[ 325x_1 + 260x_3 + 195x_3 + 455x_4 + 390x_9 + 325x_6 + 325x_7 + 260x_8 + 208x_9 + 260x_{10} + 223x_{11} + 600x_{22} + 600x_{23} + 540x_{24} + 160x_{19} + 160x_{20} + 150x_{21} \geq 2292930 \]
Balance restriction of organic fertilizer.
\[ 2500(x_1 + x_2) + 1500(x_3 + x_4 + x_{10} + x_{11} + x_{12} + x_{13}) + 2000x_3 + 1400x_4 + 1300(x_5 + x_6 + x_9) + 80(x_{16} + x_{17} + x_{18}) + 21900x_{25} - 500x_{26} - 900x_{27} - 2000x_{28} - 14400x_{29} - 21600x_{30} \leq 8376000 \]
(16) Balance restriction of provision.
\[ 350x_1 + 300x_2 + 250x_3 + 1200x_4 + 1000x_5 + 800x_6 + 400x_7 + 350x_8 + 240x_9 + 200x_{10} + 180x_{11} - 1000x_{23} - 60x_{26} - 80x_{27} - 30x_{28} - 500x_{29} - 900x_{30} \geq 3141000 \]

3.2.4 Balance restriction of stockbreeding
(17) Sheep: \[ x_{28} = 470 \]
(18) Pig: \[ x_{29} \leq 1410 \]
(19) Big livestock: \[ x_{30} = 470 \]
(20) Milch cow: \[ x_{31} \geq 250 \]
(21) Chicken: \[ x_{26} \leq 2350 \]
(22) Duck and goose: \[ x_{27} \leq 1410 \]
(23) \[ x_i \geq 0 \quad \forall \ (i = 1,2,\cdots,30) \]


Because there are so many restricted conditions in the model, so, we should treat with the restricted conditions in order to ensure all the results are fit for every restricted condition. We can adopt the method of punished function. According to the method, we can add a punishment item in the objective function. Thus, we can obtain a generalized Thereby, we can seek the best value of the original issue based on the function of punishment item.
\[
MaxF' = \alpha_1 \cdot Maxf_1(x) + \alpha_2 \cdot Maxf_2(x) + \alpha_3 \cdot M \inf \{g_i(x) - \sum_{j=1}^{m} h_j(g_j(x))\}
\]

When the restriction of \(g_j(x)\) are satisfied the condition, the value of \(g_j(x)\) equal zero, otherwise, give the \(g_j(x)\) a big number M. (M=1000)

\(F'\) — the optimum function

### 3.4 Seek the best parameters based on RAGA

Applying MATLAB 5.3 software, the author obtained the best value of these 30 parameters based on RAGA. During the course of RAGA, the parent generation scale is 400. \((n=400)\) The crossover probability is 0.80. \((p_c = 0.80)\) The mutation probability is 0.80. \((p_m = 0.80)\) The number of excellence individual is 20. \(\alpha = 0.05\). Through accelerating 30 times, we can obtain the best project value. See also table 2.

### Table 2 Optimizing the parameters based on RAGA

<table>
<thead>
<tr>
<th>Variable</th>
<th>(x_1)</th>
<th>(x_2)</th>
<th>(x_3)</th>
<th>(x_4)</th>
<th>(x_5)</th>
<th>(x_6)</th>
<th>(x_7)</th>
<th>(x_8)</th>
<th>(x_9)</th>
<th>(x_{10})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimum value (project 1)</td>
<td>3650.8</td>
<td>690.8</td>
<td>981.7</td>
<td>2261.3</td>
<td>832.7</td>
<td>672.2</td>
<td>937.1</td>
<td>741.9</td>
<td>571.1</td>
<td>376.5</td>
</tr>
<tr>
<td>Optimum value (project 2)</td>
<td>2643.4</td>
<td>710.6</td>
<td>754.2</td>
<td>3392.3</td>
<td>812.1</td>
<td>675.2</td>
<td>813.6</td>
<td>616.2</td>
<td>774.7</td>
<td>367.7</td>
</tr>
<tr>
<td>Variable</td>
<td>(x_{11})</td>
<td>(x_{12})</td>
<td>(x_{13})</td>
<td>(x_{14})</td>
<td>(x_{15})</td>
<td>(x_{16})</td>
<td>(x_{17})</td>
<td>(x_{18})</td>
<td>(x_{19})</td>
<td>(x_{20})</td>
</tr>
<tr>
<td>Optimum value (project 1)</td>
<td>517</td>
<td>608.9</td>
<td>269.6</td>
<td>682</td>
<td>837.5</td>
<td>668.3</td>
<td>291.7</td>
<td>107.1</td>
<td>292.7</td>
<td>262.1</td>
</tr>
<tr>
<td>Optimum value (project 2)</td>
<td>569.3</td>
<td>690.4</td>
<td>259.5</td>
<td>929.9</td>
<td>639.3</td>
<td>913.8</td>
<td>403.4</td>
<td>111.1</td>
<td>315.4</td>
<td>244.1</td>
</tr>
<tr>
<td>Variable</td>
<td>(x_{21})</td>
<td>(x_{22})</td>
<td>(x_{23})</td>
<td>(x_{24})</td>
<td>(x_{25})</td>
<td>(x_{26})</td>
<td>(x_{27})</td>
<td>(x_{28})</td>
<td>(x_{29})</td>
<td>(x_{30})</td>
</tr>
<tr>
<td>Optimum value (project 1)</td>
<td>95.9</td>
<td>605.5</td>
<td>222.1</td>
<td>128.6</td>
<td>392.5</td>
<td>977.6</td>
<td>329.7</td>
<td>470</td>
<td>1085.2</td>
<td>470</td>
</tr>
<tr>
<td>Optimum value (project 2)</td>
<td>110.8</td>
<td>143.3</td>
<td>305.4</td>
<td>109.7</td>
<td>460.5</td>
<td>1003.7</td>
<td>636.9</td>
<td>470</td>
<td>1015.3</td>
<td>470</td>
</tr>
<tr>
<td>Optimum value (project 1)</td>
<td>(MaxF' = 4.939 \times 10^6)</td>
<td>(Maxf_1(x) = 4.6823 \times 10^6) Yuan</td>
<td>(Maxf_2(x) = 6.7545 \times 10^6) kg</td>
<td>(Maxf_3(x) = 3.5051 \times 10^1) t</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Optimum value (project 2)</td>
<td>(MaxF' = 5.548 \times 10^6)</td>
<td>(Maxf_1(x) = 5.2178 \times 10^6) Yuan</td>
<td>(Maxf_2(x) = 7.653 \times 10^6) kg</td>
<td>(Maxf_3(x) = 3.5111 \times 10^1) t</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 3.5 Analyze the optimum result

When the above 23 restricted conditions have been satisfied, the best result of net income is 4682300 Yuan, the total yield is 6754500 kg, the soil and water loss is 350.1t. At the same time, the soil utility is much more reasonable. The soil used by agriculture reduces from 77.38% to 69.15. The original positive slope cultivation has been changed to transverse slope cultivation. Furthermore, sloping terrace and terrace have been build. Thus, we can combine the utilization soil with soil protection. The area of forestry changes from 6.01% to 14.1%. The bestrow rate by forest increases obviously. The environment has been improved. The layout of building economy wood and shrubbery is in reason and play a part. The system of soil and water conservation forest can control the soil and water loss effectively. The soil resources in the watershed have been developed greatly. The area of stockbreeding increases from 0.63% to 8%. The quality of grassland field has been improved, and the number of livestock increases much, the people’s income increases obviously. The average income is 2236.1 Yuan (Three times than 700.4 Yuan before planning.), and the provision is 3225.6kg. (2.71 times than 1190.4kg before planning.) The erosion degree lighten, the covered rate enhance, the disaster of flood and waterlog lighten. The zoology benefit is good. After planning, the covered rate can reach 26.58%.

The soil distribution sees to table 3.

### 3.6 Discussion

If we adjust a part of restricted conditions properly, the total benefit will reach the better value. For example, if we reduce the demand of wheat, and increase the planting area of other crop (corn, soybean and economy crop.), the total benefit will much well.

350 \(x_1 + 300 x_2 + 250 x_3 \geq 1300000\)

The optimum result sees to table 2. The soil distribution of every way sees to table 3 and figure 1.

From table 1 we can see that the total benefit enhance after adjusting the planting rate. The area of wheat reduces the area of corn, soybean and economy crop increase. That means the net income and total yield increase much, the quantity of soil loss varied a little. It is obvious that the project 1 is better than project 2 under the...
condition of satisfying the provision supply. In fact, we can adjust any other some restricted conditions properly according to the concrete demand, then the total benefit will reach the best.

### 4 Conclusion

(1) The author improves the standard genetic arithmetic (SGA) and adopts the real code. Through reducing the region of the excellent individual step by step, the author puts forward a new method named RAGA. The method of RAGA can overcome many shortcomings in SGA. Furthermore, the author applies the RAGA to the model of multi-objective planning. The result is satisfactory.

(2) The author adopts the method of linearity weighted and builds the objective function. The issue of multi-objective function has been changed to single objective function. At the same time, through adopting the punish function, the author treats with many restricted conditions. The best result will be calculated under the condition of satisfying all the restricted conditions.

(3) The author builds up the model of multi-objective comprehensive planning of Xinglong small watershed in Songnen Plain based on RAGA. The result indicates the total benefit would reach much better if we adjusted some restricted conditions. Such as we can make the area rate of agriculture, forestry and stockbreeding from 77.38:6.01:0.63 to the rate in project 1 (69.15:14.1:8.0) or project 2 (68.98:14.01:8.28). Thus, the environment will be improved, soil and water loss will be prevented and cured effectively, the people’s living standing will be enhanced.

(4) If we only adjusted the planting rate properly, the net income and total yield would increase obviously, and the quantity of soil loss would vary little. But the total benefit would be much better.

### Table 3  Soil distribution for each way

<table>
<thead>
<tr>
<th>Item</th>
<th>Area before adjustment</th>
<th>Account for the total area.</th>
<th>Adjust project 1.</th>
<th>Area after adjustment</th>
<th>Account for the total area.</th>
<th>Adjust project 2.</th>
<th>Area after adjustment</th>
<th>Account for the total area.</th>
<th>Source of increasing field and reducing field</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agriculture</td>
<td>14671.6</td>
<td>77.38</td>
<td>13111.6</td>
<td>69.15</td>
<td>13079.2</td>
<td>68.98</td>
<td></td>
<td></td>
<td>Forestry, stockbreeding, Garden.</td>
</tr>
<tr>
<td>Forestry</td>
<td>1140.1</td>
<td>6.01</td>
<td>2674</td>
<td>14.1</td>
<td>2657</td>
<td>14.01</td>
<td></td>
<td></td>
<td>Agriculture, wasteland</td>
</tr>
<tr>
<td>Stockbreeding</td>
<td>120</td>
<td>0.63</td>
<td>1519.5</td>
<td>8.0</td>
<td>1506.2</td>
<td>8.28</td>
<td></td>
<td></td>
<td>Agriculture, wasteland</td>
</tr>
<tr>
<td>Garden</td>
<td>0</td>
<td>0</td>
<td>850</td>
<td>4.84</td>
<td>850</td>
<td>4.48</td>
<td></td>
<td></td>
<td>Forestry, stockbreeding, garden, agriculture</td>
</tr>
<tr>
<td>Wasteland</td>
<td>2873.8</td>
<td>15.16</td>
<td>654.4</td>
<td>3.45</td>
<td>650.1</td>
<td>3.43</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others</td>
<td>154.5</td>
<td>0.82</td>
<td>154.5</td>
<td>0.82</td>
<td>154.5</td>
<td>0.82</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Fig.1  Soil distribution for each way between original and adjusted](http://www.sciencepub.net)
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Characterization of a New Species of Taxol-producing Fungus
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Abstract: The macroscopic features of taxol-producing fungus G1353, as well as the microscopic features such as hyphae, conidiophores, and coridia, are sufficiently different from other members of the genus Alternaria that the strain constitutes a new species. The name Alternaria taxi is proposed. [Nature and Science, 2004,2(1):85-88].
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1 Introduction

Taxol is a compound with anti-cancer properties, and it is proving to be particularly useful against mammary and ovarian cancers (McGuire, 1989). The most common source of Taxol is the bark of trees belonging to the Taxus family including Yew trees. Unfortunately, these trees tend to be rare, slow growing, and a large amount of bark may have to be processed to obtain a small amount of the drug. Alternative sources of Taxol have been sought, and Strobel et al., were the first to isolate Taxol-producing fungi from the tree Taxus brevifolia (Strobel, 1993). Over the last decade there has been a great deal of interest in finding other fungi that produce Taxol (Zhou, 2001). In the present study, a fungus was isolated from T. cuspidatea and shown to be able to produce the drug. Characterization of this fungus has shown it to be distinct from other species and a new name is thus proposed.

2 Materials and Methods

2.1 Strains

Two thousand fungal strains were separated from the bark of T. cuspidatea collected from HePing Forestry Centre, MuLing County, Heilongjiang Province, China in 2000. Each was screened for Taxol production by TLC and results were confirmed by HPLC where appropriate. Fungal strain G1353 was shown to produce taxol (data unpublished).

2.2 Culture media

PDA medium was prepared by adding potato (200g/L), glucose (20 g/L), and agar (20 g/L), to distilled water. The potato was first washed and cut into small pieces, boiled for 30 minutes, and filtered through gauze prior to addition of the glucose and agar.

Chase Medium was prepared by adding NaNO₃ 2 g, KH₂PO₄ 1 g, KCl 0.5 g, MgSO₄ 0.5 g, FeSO₄ 0.01 g, sucrose 30 g, agar 20 g, to 1 litre of distilled water. The pH was adjusted to 7.0.

Martin Medium was prepared by adding glucose 10 g, peptone 5 g, KH₂PO₄ 1 g, MgSO₄.7H₂O 0.5 g, to 800 ml distilled water. After autoclaving streptomycin was added to a final concentration of 0.03%.

2.3 Microscopy

An XS-18 bright-field microscope (Jiang Nan), and an OLYMPUS BX51 fluorescent microscope were used to examine the microscopic features of the fungus. Strain G1353 was grown on PDA, Chase and Martin media at 28°C and examined after 2, 3, 4, and 5 days. Hypha on the PDA plate were aseptically transferred to slides for cultivation (Shen, 2000).

3 Results

3.1 Colony morphology

G1353 grew fastest on the PDA medium (Table 1), and the diameter of the colony reached 6 cm after 5 days incubation at 28°C. The colony was flat, entire, and downy to woolly and was covered by brown, short, aerial hyphae in time. The surface was light brown at the start, later darkening to brown black with a light border. The reverse side was typically brown to black due to pigment production.

The height of colony was about 0.5 cm (Figures 1 and 2).
### Table 1  Growth of G1353 on different media

<table>
<thead>
<tr>
<th>Medium</th>
<th>Time of incubation (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
</tr>
<tr>
<td>PDA</td>
<td>1.8~2.2cm</td>
</tr>
<tr>
<td>Chase</td>
<td>1.0~1.2cm</td>
</tr>
<tr>
<td>Martin</td>
<td>0.8~1.7cm</td>
</tr>
</tbody>
</table>

### 3.2 Structure (Figures 3-10)

Most of the hyphae grew on the surface of the PDA agar, but partially in the agar. They were septate, multi-offshoot, obviously having wart. The hyphae were brown in color, tapering to colorless at their ends and 2.5~5.0µm in diameter.

Conidiophores were brown to light brown, septate, and simple, with endlong or zigzag appearance. They were 12.5~27.4 × 2.5~5.0 µm in length.

Conidiogenous cells were tubular. Conidia were produced directly by hyphae cells, and were septate and brown / light brown in color. They were large (6.0~12.4 × 18.9~33.7 µm) with both transverse (3~8) and longitudinal (0~3) septations. These conidia were observed singly or in acropetal chains (2 or 3 conidia). They were ovoid to obclavate, darkly pigmented, muriform, and smooth. The end of the conidium nearest the conidiophore is round but it tapers towards the apex. This gives the typical beak or club-like appearance of the conidia (a few had no beak), and the beaks were 2.5~3.0 × 3.0~9.0µm in size.
Figure 5  Color change of hyphae of G1353 (200 ×)

Figure 6 Conidiophores of G1353 (zizag 800×)

Figure 7 Conidiophores of G1353 (endlong 800×)

Figure 8 Conidia and its location of G1353 (chain 800×)

Figure 9 Conidia and its location on G1353 (800×)

Figure 10 Beak on the conidia of G1353 (800×)
4 Discussion

The colony of G1353 was flat on the surface of PDA medium. The hyphae were downy to woolly, white after two days but light brown or dark brown after five or six days. Both hyphae and conidiophores were septate. This strain bears simple large conidia, which have both transverse and longitudinal septations. These conidia were observed singly or in acropetal chains. They are ovoid to obclavate, darkly pigmented, muriform, and smooth. All of these characteristics were consistent with those of the Deuteromycotina, Hyphomycetes, Dematiaceae, Alternaria spp. (Colier, 1998; Larone, 1995; Germain, 1996). Thus, strain G1353 belongs to Alternaria spp., but has some unusual characteristics: 1) the conidiophores are simple, endlong or zigzag, 12.5–27.4 × 2.5–5.0 μm long. 2) Conidiophore cells are tubular and the conidia were directly produced by hyphae cells. 3) G1353 bears simple large conidia (6.0–12.4 × 18.9–33.7 μm) which have both transverse (3–8) and longitudinal (0–3) septations. These conidia were observed singly or in acropetal chains (2–3 conidia). They are ovoid to obclavate, darkly pigmented, muriform, smooth. 4) The end of the conidium nearest the conidiophore is round but it tapers towards the apex. This gives the typical beak or club-like appearance of the conidia (or no beak in some cases). From the above we conclude that strain G1353 is sufficiently different from other Alternaria spp. to be classified as a new species, and propose the name Alternaria taxi. Investigations into the production of taxol by this species are continuing, in the hope it can be used as a significant producer of this important anti-cancer drug.
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Optimization of Water Allocation in Canal Systems of Chengai Irrigation Area
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Abstract: Chengai Yellow River Irrigation Area is situated in Liangshan County, Shandong Province, China. In history, no formalized irrigation regulations exist because of limitations on the project facilities and management capability. The utilization of water resources was unreasonable with serious waste of water and prolonged rotations and low irrigation benefits. Potential benefits have not been realized. With the development of agriculture production, it was considered urgently necessary to carry out research on the optimum water allocation in Chengai Yellow River Irrigation Area using system engineering methodology. Therefore, Based on the principle of system engineering and in accordance with the secondary main canal of the Chengai Yellow Irrigation Area, and taking the maximum irrigation benefits and minimum irrigation rotation as the objectives, the optimal crop pattern and irrigation water allocation models have been developed. Through calculations, the desirable optimal crop pattern and water allocation results were achieved. It proved in practice that the present research play very important role in water saving, irrigation and production improvement, and facilitation of irrigation area scientific management level.

Key words: irrigation canal systems; crop pattern; optimal water allocation model

1 Introduction

Chengai Yellow River Irrigation Area covers a total area of 542 km², of which 38000 ha are farmland, 20000 ha are gravity irrigated and 18000 ha lift irrigated. Main crops are wheat, maize, beans as well as other crops such as millet, sweet potatoes and sorghum, etc.

The irrigation area is situated in the warm temperature zone, with a continental monsoon climate. The average annual precipitation is only 647 mm, but evaporation reaches 1365 mm, which corresponds to semi-arid conditions. The distribution of rainfall is extremely uneven in time and space, resulting in serious water shortages. The principal source of water is the Yellow River supplementing groundwater. The annual diversion from the Yellow River is 150 million m³ and the annual exploitation of groundwater amounts to 105 million m³.

No formalized irrigation regulations exist because of limitations in the project facilities and in management capability. The utilization of water resources was unreasonable with serious waste of water and prolonged rotations. Potential benefits have not been realized. Therefore, it was considered urgently necessary to carry out research on optimum water allocation in Chengai Yellow River Irrigation Area using system engineering methodology.

The present research is based on the North Main Canal System in the gravity irrigation area, which includes 18 branch canals (Table 1). A mathematical model was established to determine the optimum crop patterns and water allocations with the minimum rotation times. Satisfactory results were obtained from the analysis and may be extended into the whole irrigation area.

2 Optimization Model for the Optimal Crop Pattern

In order to utilize the water resources reasonably, to match water supply and requirement and reach the maximum economic benefit, the optimum crop pattern for each branch canal was first determined. Linear programming was adopted in the present study to apply an optimization model to each branch canal separately.
Table 1  Parameters of the north main canal system in Chengai irrigation area

<table>
<thead>
<tr>
<th>CANAL</th>
<th>Length (m)</th>
<th>Irrigated Area (ha)</th>
<th>Flow Capacity (m$^3$/s)</th>
<th>Distance to the head of Main Canal (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>North Main Canal</td>
<td>10100</td>
<td>1018.86</td>
<td>2.50</td>
<td>0</td>
</tr>
<tr>
<td>Branch 1</td>
<td>1300</td>
<td>52.00</td>
<td>0.42</td>
<td>870</td>
</tr>
<tr>
<td>Branch 2</td>
<td>1279</td>
<td>61.40</td>
<td>0.37</td>
<td>1150</td>
</tr>
<tr>
<td>Branch 3</td>
<td>1262</td>
<td>49.40</td>
<td>0.37</td>
<td>1740</td>
</tr>
<tr>
<td>Branch 4</td>
<td>1260</td>
<td>67.13</td>
<td>0.37</td>
<td>2410</td>
</tr>
<tr>
<td>Branch 5</td>
<td>1307</td>
<td>45.73</td>
<td>0.37</td>
<td>3100</td>
</tr>
<tr>
<td>Branch 6</td>
<td>1308</td>
<td>61.67</td>
<td>0.20</td>
<td>3470 (Lined)</td>
</tr>
<tr>
<td>Branch 7</td>
<td>1340</td>
<td>66.00</td>
<td>0.42</td>
<td>3990 (Lined)</td>
</tr>
<tr>
<td>Branch 8</td>
<td>1389</td>
<td>69.33</td>
<td>0.42</td>
<td>4670</td>
</tr>
<tr>
<td>Branch 9</td>
<td>1420</td>
<td>53.33</td>
<td>0.37</td>
<td>5200</td>
</tr>
<tr>
<td>Branch 10</td>
<td>600</td>
<td>27.00</td>
<td>0.37</td>
<td>5900</td>
</tr>
<tr>
<td>Branch 11</td>
<td>450</td>
<td>20.27</td>
<td>0.37</td>
<td>6250</td>
</tr>
<tr>
<td>Branch 12</td>
<td>1420</td>
<td>46.87</td>
<td>0.42</td>
<td>6730</td>
</tr>
<tr>
<td>Branch 13</td>
<td>1390</td>
<td>91.73</td>
<td>0.42</td>
<td>7220</td>
</tr>
<tr>
<td>Branch 14</td>
<td>1320</td>
<td>82.20</td>
<td>0.67</td>
<td>8050</td>
</tr>
<tr>
<td>Branch 15</td>
<td>620</td>
<td>14.27</td>
<td>0.37</td>
<td>8440</td>
</tr>
<tr>
<td>Branch 16</td>
<td>620</td>
<td>44.00</td>
<td>0.37</td>
<td>8700</td>
</tr>
<tr>
<td>Branch 17</td>
<td>1350</td>
<td>94.67</td>
<td>0.42</td>
<td>9420</td>
</tr>
<tr>
<td>Branch 18</td>
<td>790</td>
<td>71.87</td>
<td>0.37</td>
<td>10100</td>
</tr>
</tbody>
</table>

2.1 Selection of decision variables

There are five kinds of crops in Chengai Yellow River Irrigation Area: wheat, maize, beans, cotton and other food grains. In order to determine the optimum crop area irrigated by every branch canal, the areas of different crops irrigated by each branch canal were selected as decision variables (parameters). Therefore, the selected decision variables are as follows:

$$A_{ij} = \text{optimum planting area of crop j in the ith branch canal (ha)}.$$  

$i = 1, 2, ..., 18.$  

$j = 1, 2, ..., 5,$ where 1 stands for wheat, 2 for maize, 3 for beans, 4 for cotton, 5 represents other food grains.

2.2 Design of the objective function

For the purposes of this paper, the objective function is the maximum net benefit, for which the formula is as follows:

$$\text{Max} Z = \varepsilon \sum_{j=1}^{N} A_{ij} P_{j} \Delta d_{j} - E \sum_{j=1}^{N} A_{ij}$$  

(1)

where:  

$\varepsilon = \text{irrigation benefit allocation coefficient (0.4 in the study).}$  

$P_{j} = \text{price of the crop j ($/kg)}$ (Table 2).  

$\Delta d_{j} = \text{increased output of crop j through irrigation (kg/ha).}$  

$E = \text{annual operational fee in the gravity irrigated area (13.6 $/ha).}$  

$N = \text{number of the crops (5 in the study).}$  

$i = \text{canal reference number 1, 2, ..., 18.}$  

$j = \text{crop characteristics reference number, 1, 2, ..., 5}$
Table 2  Characteristics of crops in the north main canal system

<table>
<thead>
<tr>
<th>CROPS</th>
<th>Wheat</th>
<th>Maize</th>
<th>Beans</th>
<th>Cotton</th>
<th>others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. crop pattern*</td>
<td>0.90</td>
<td>0.60</td>
<td>0.20</td>
<td>0.25</td>
<td></td>
</tr>
<tr>
<td>Min. crop pattern*</td>
<td>0.80</td>
<td>0.50</td>
<td>0.12</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>Gross duty (m$^3$/ha)</td>
<td>1275</td>
<td>1125</td>
<td>1050</td>
<td>1125</td>
<td></td>
</tr>
<tr>
<td>Growth period (days)</td>
<td>255</td>
<td>110</td>
<td>120</td>
<td>165</td>
<td></td>
</tr>
<tr>
<td>price ($/kg)</td>
<td>0.171</td>
<td>0.12</td>
<td>0.236</td>
<td>1.091</td>
<td></td>
</tr>
<tr>
<td>Output,1965(kg/ha)</td>
<td>765</td>
<td>1237.5</td>
<td>682.5</td>
<td>165</td>
<td></td>
</tr>
<tr>
<td>Output,2000(kg/ha)</td>
<td>4590</td>
<td>4875</td>
<td>2040</td>
<td>750</td>
<td></td>
</tr>
<tr>
<td>Increment (kg/ha)</td>
<td>3825</td>
<td>3637.5</td>
<td>1357.5</td>
<td>585</td>
<td></td>
</tr>
<tr>
<td>Increment through irrigation ($/ha)</td>
<td>261.4g</td>
<td>174.6</td>
<td>128.35</td>
<td>255.27</td>
<td>195.57</td>
</tr>
<tr>
<td>Irrigation periods</td>
<td>(1)26/11-5/12</td>
<td>(2)10/3-18/3</td>
<td>(3)21/5-28/5</td>
<td>(4)21/5-28/5</td>
<td>(5)3/4-7/4</td>
</tr>
</tbody>
</table>

2.3 Constraints

In the calculation of the optimum crop area, besides the maximum objective function, the relevant constraints must be included. These consist of limitations of total area, maximum and minimum crop areas and water supply. They are as follows:

2.3.1 Constraints of total area

The combined crop area irrigated per branch canal should be equal to or smaller than the total area irrigated by the canal. Considering the inter-plantation of wheat, maize, beans and the other food grains, the sum of the areas planted in wheat and cotton should not be larger than the total area controlled by the canal system. The total planting area of maize, beans and the other food grains should not be larger than the total area either, that is:

$$A_{i1} + A_{i4} \leq A_i \quad \text{(ha)}$$

where: $A_i$ = area irrigated by the ith branch canal

and

$$\sum_{j=2}^{5} A_{ij} \leq A_i \quad \text{(ha)}$$

2.3.2 Constraints of maximum and minimum planting areas

According to local practice and the requirements of contracted farmland, on every branch canal there are maximum and minimum limitations on the planting area of different crops. The maximum and minimum constraint conditions are as follows:

$0.9A_{i1} \geq A_{i1} \geq 0.8A_i \quad \text{(ha) (wheat)}$ (4)

$0.6A_{i2} \geq A_{i2} \geq 0.5A_i \quad \text{(ha) (maize)}$ (5)

$0.2A_{i3} \geq A_{i3} \geq 0.12A_i \quad \text{(ha) (beans)}$ (6)

$0.25A_{i4} \geq A_{i4} \geq 0.11A_i \quad \text{(ha) (cotton)}$ (7)

$0.15A_{i5} \geq A_{i5} \geq 0.11A_i \quad \text{(ha) (others)}$ (8)

2.3.3 Constraints of water supply

The irrigation area requires water supply 8 times annually; specific irrigation periods can be seen in Table 2. Every irrigation rotation should be finished within the required time, otherwise the crop yields will be influenced. The volume of water use can be obtained through calculation of crop area and the related irrigation duty (Table 2). The volume of water supply has been obtained from the maximum possible capacity of the North Main Canal. The constraints of water supply are as follow;

$$A_{ij} \leq \eta_m \eta_{bi} \frac{Q_m \times A_i}{F} \times d_k \times 24 \times 3600$$

where: $M_{ki}$ = irrigation duty for crop $i$ in $k$th irrigation rotation (m$^3$/ha),

$K = 1,2,3, ...$

$\eta_m = \text{water use coefficient in the main canal (0.92)}$,

$\eta_{bi} = \text{water use coefficient in each branch canal}$,

$\eta_{b6} = 0.99, \ \eta_{b7} = 0.9$,

$\eta_{b8} = 0.71$ for other branch canals,
\(d_k = \) total days of the \(k\)th irrigation rotation,
\(Q_m = \) maximum diversion flow in the North Main Canal (2.5 \(m^3/s\)),
\(F = \) irrigated area controlled by the North Main Canal (1019 ha).

The influence of soil moisture content has not been considered in the above formula for it is very difficult to forecast long-term soil moisture content. Therefore, the present paper selected the average irrigation duty to analyse crop patterns.

Because the first four irrigation rotations are for wheat, the conditions for wheat irrigation determine the water requirements; they can be merged into the one equation (Eq. 4).

The fifth rotation
\[A_{1,4} M_{5,4} \leq \eta_n \eta_k \frac{Q_n \times A_1}{F} \times d_{5,24} \times 24 \times 3600\]  
(10)

The sixth rotation
\[A_{1,2} M_{6,2} + A_{1,3} M_{6,3} + A_{1,5} M_{6,5} \leq \eta_n \eta_k \frac{Q_n \times A_1}{F} \times d_{6,24} \times 24 \times 3600\]  
(11)

The seventh rotation
\[A_{1,4} M_{7,4} \leq \eta_n \eta_k \frac{Q_n \times A_1}{F} \times d_{7} \times 24 \times 3600\]  
(12)

The eighth rotation
\[A_{1,2} M_{8,2} + A_{1,5} M_{8,5} \leq \eta_n \eta_k \frac{Q_n \times A_1}{F} \times d_{8} \times 24 \times 3600\]  
(13)

The result is shown in Table 3. All the calculations were undertaken on the computer. The optimum crop areas served by the branch canals and the objective function values have been printed out (OBJ.FUNC). Interactive dialogue was used. The following parameters should be input: \(k\) (number of branch canal), \(F_k\) (area controlled by branch canals), \(G_2\) (water use coefficient in branch canals), \(Q_m\) (the maximum flow capacity in the main canal).

3 Optimum Water Allocation Based on the Minimum Irrigation Rotation Time

A trial algorithm was used to calculate the minimum irrigation rotation required in the north main canal irrigation systems for the optimum crop areas. The optimum water allocation was calculated for different branch canals under the condition of maximum flow in the north main canal. The irrigation rotation order and water diversion volume of each branch canal were regulated to realize the shortest irrigation rotation and the optimum water allocation scheme.

### Table 3  Results of crop optimization (ha)

<table>
<thead>
<tr>
<th>Canals</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>OBJ. FUNC ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>46,280</td>
<td>31.20</td>
<td>7.280</td>
<td>5.720</td>
<td>7.80</td>
<td>13756.77</td>
</tr>
<tr>
<td>2</td>
<td>54,646</td>
<td>36.84</td>
<td>8.596</td>
<td>6.754</td>
<td>9.21</td>
<td>16243.57</td>
</tr>
<tr>
<td>3</td>
<td>43,966</td>
<td>29.64</td>
<td>6.916</td>
<td>5.434</td>
<td>7.41</td>
<td>13068.93</td>
</tr>
<tr>
<td>4</td>
<td>59,749</td>
<td>40.28</td>
<td>9.399</td>
<td>7.385</td>
<td>10.07</td>
<td>17760.34</td>
</tr>
<tr>
<td>5</td>
<td>40,703</td>
<td>27.44</td>
<td>6.403</td>
<td>5.031</td>
<td>6.86</td>
<td>12098.90</td>
</tr>
<tr>
<td>6</td>
<td>54,883</td>
<td>37.00</td>
<td>8.633</td>
<td>6.783</td>
<td>9.25</td>
<td>16314.11</td>
</tr>
<tr>
<td>7</td>
<td>58,74</td>
<td>39.60</td>
<td>9.24</td>
<td>7.26</td>
<td>9.90</td>
<td>17460.51</td>
</tr>
<tr>
<td>8</td>
<td>61,707</td>
<td>41.60</td>
<td>9.707</td>
<td>7.627</td>
<td>10.40</td>
<td>18342.35</td>
</tr>
<tr>
<td>9</td>
<td>47,467</td>
<td>32.00</td>
<td>7.467</td>
<td>5.867</td>
<td>8.00</td>
<td>14109.51</td>
</tr>
<tr>
<td>10</td>
<td>24,030</td>
<td>16.20</td>
<td>3.780</td>
<td>2.970</td>
<td>4.05</td>
<td>7142.94</td>
</tr>
<tr>
<td>11</td>
<td>18,037</td>
<td>12.16</td>
<td>2.837</td>
<td>2.229</td>
<td>3.04</td>
<td>5361.61</td>
</tr>
<tr>
<td>12</td>
<td>41,711</td>
<td>28.12</td>
<td>6.561</td>
<td>5.155</td>
<td>7.03</td>
<td>12398.72</td>
</tr>
<tr>
<td>13</td>
<td>81,643</td>
<td>55.04</td>
<td>12.843</td>
<td>10.091</td>
<td>13.76</td>
<td>24268.35</td>
</tr>
<tr>
<td>14</td>
<td>73,158</td>
<td>49.32</td>
<td>11.508</td>
<td>9.042</td>
<td>12.33</td>
<td>21746.28</td>
</tr>
<tr>
<td>15</td>
<td>12,697</td>
<td>8.56</td>
<td>1.997</td>
<td>1.569</td>
<td>2.14</td>
<td>3774.29</td>
</tr>
<tr>
<td>16</td>
<td>39,160</td>
<td>26.40</td>
<td>6.160</td>
<td>4.840</td>
<td>6.60</td>
<td>11640.34</td>
</tr>
<tr>
<td>17</td>
<td>84,253</td>
<td>56.80</td>
<td>13.253</td>
<td>10.413</td>
<td>14.20</td>
<td>25044.37</td>
</tr>
<tr>
<td>18</td>
<td>63,961</td>
<td>43.12</td>
<td>10.061</td>
<td>7.905</td>
<td>10.78</td>
<td>19012.55</td>
</tr>
</tbody>
</table>
3.1 Decision variables
The discharge $Q_m$ in the north main canal for the rotations was selected as the decision variable.

3.2 Objective function
The minimum irrigation duration ($TK$) related to different irrigation rotations was selected as the objective function, that is:

$$Min TK = \frac{\sum_{i=1}^{M} \sum_{j=1}^{N} A_j (M_j - W_k)}{Q_m \times \eta_\alpha \times \eta_\beta \times 24 \times 3600}$$

(14)

In which, $W_k = \text{soil moisture content (m}^3/\text{ha})$.

$Q_m = \text{maximum discharge in the North Main Canal (m}^3/\text{s})$.

3.3 Constraints
3.3.1 Constraint of maximum discharge
The flow in the North Main Canal and the branch canals cannot be greater than the maximum canal capacities:

$$Q_{mi} \leq Q_m$$

(15)

in which: $Q_{mi} = \text{the ith discharge diversion in the North Main Canal, } i = 1,2, \ldots$ (m$^3$/s).

3.3.2 Constraints of minimum discharge
In order to prevent the main and branch canal systems from silting up, the flow in the main and branch canals should not be less than half of the maximum flow capacity.

$$Q_R \geq Q_m/2$$

$$q_{Ri} = q_{mi}/2$$

(16)

(17)

in which: $Q_R = \text{practical flow diversion in the North Main Canal (m}^3/\text{s})$.

$q_{Ri} = \text{practical discharge diversion in the branch canal i (m}^3/\text{s})$.

$q_{mi} = \text{maximum flow capacity in the branch canal i (m}^3/\text{s})$.

3.3.3 Constraint of irrigation rotation practice
While regulating irrigation order, it is necessary to irrigate from downstream to upstream in order to minimize water loss caused by evaporation and infiltration, that is: $i = 18,17, \ldots, 1$.

In order to minimize the objective function and guarantee irrigation from downstream to upstream, irrigation was ordered by branch canals.

### Table 4 Optimum scheme of the minimum irrigation rotation

<table>
<thead>
<tr>
<th>CANALS</th>
<th>DAYS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.00</td>
</tr>
<tr>
<td>3</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>0.00</td>
</tr>
<tr>
<td>5</td>
<td>0.00</td>
</tr>
<tr>
<td>6</td>
<td>0.00</td>
</tr>
<tr>
<td>7</td>
<td>0.00</td>
</tr>
<tr>
<td>8</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>0.00</td>
</tr>
<tr>
<td>11</td>
<td>0.00</td>
</tr>
<tr>
<td>12</td>
<td>0.00</td>
</tr>
<tr>
<td>13</td>
<td>0.42</td>
</tr>
<tr>
<td>14</td>
<td>0.35</td>
</tr>
<tr>
<td>15</td>
<td>0.37</td>
</tr>
<tr>
<td>16</td>
<td>0.37</td>
</tr>
<tr>
<td>17</td>
<td>0.42</td>
</tr>
<tr>
<td>18</td>
<td>0.37</td>
</tr>
<tr>
<td>$Q_m$</td>
<td>2.50</td>
</tr>
</tbody>
</table>
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4 Analysis of Research Results

The results can be seen in Table 4. It shows that the flow in the North Main Canal reaches maximum capacity in the first 8 days, and that flow is greater than half of its capacity in the following 2 days, which can prevent silting up in branch canals as well as control the discharge diversion at the head of branch canals conveniently. One irrigation rotation under the optimum water allocation requires 10 days, which saves about 4 days, compared with 14 days in the traditional irrigation system. Therefore, the purpose of time and water saving has been achieved.

The time unit of the present research is based on days for convenient management. The time unit can be shortened for further water saving purposes; as long as the parameter \( T_i \) in the programme is changed, the relevant results will be obtained. When irrigation starts, the measured \( W \) and \( Q_m \) must be input into the computer and the results will be achieved through calculation. The data input is interactive, which is very convenient for application.
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