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Abstract: The Big Data term is used for describe large scale data that is stored and analyzed in an organization or 
company. The amount of data in this kind of information is often more than trabyte. Big Data is a new and very 
attractive field of database science that many engineers studying and mine about it in all of world. But this field has 
some challenges like heterogeneity and incompleteness. In this paper, we use fusion to preprocess data to solve two 
challenges mentioned above. 
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1. Introduction 

During last 40 years data storage and analysis is 
a very important field of science that includes 
querying of science and data management to mine 
rules from large collection of data and to sophisticate 
prediction.[1][2] 

Big Data is a defined term used to describe very 
large datasets like information of mobile users and 
their communication. Furthermore increasing of 
amount of data and hidden regularity in it guide users 
to more studies about new techniques tostore, retrieve 
and knowledge extraction from big data.[3] But some 
problems start right away during these techniques. 
For example posts and comments are weakly 
structured of piece of text, while images, sounds, and 
videos are strongly structured for storage and display, 
but not for mining, semantic search and so on. These 
challenges occurs underline many and sometime all 
of steps of Big Data storage and retrieve. We 
introduce some of these challenges and then present a 
manner to manage one of them.[4][5][6] 
Problems And Challenges 

As mentioned some challenges and problems 
are underline the Big Data analysis that must be 
manage for more speed and accuracy. The obvious 
thing people think of Big Data is its size. Managing 
large and rapidly increasing volumes of data has been 
a challenging issue for many decades.[7][8] 

Nowadays, data volume is increasing faster than 
compute resources and CPU sped. Furthermore in 
data distribution we meet many other problems like 
how to aggregate multiple disparate workloads with 
varying performance goals. [9] 

Another challenge is traditional I/O systems. 
For example, hard disk drives were used to store 
persistent data but newer storage technologies do not 
have same large spread in performance between the 
sequential and random I/O performance. If you 
process the larger data set it takes longer time. There 

are many situations in that the result of analysis is 
required immediately. For example in ebanking 
transaction we need tremendous speed in request and 
response. But when we use large data set, it is so 
difficult. It is often necessary to find criteria to rapid 
access. In data analysis, this sort of search is likely to 
occur repeatedly. Scanning the entire data set to find 
suitable elements is obviously impractical. 
[10][11][12][13] 

The privacy of data is another challenge in Big 
Data. Protecting the data that distribute in several 
resources is very difficult. The existing paradigm of 
differential privacy is a very important step in right 
direction, but it reduce information content too far in 
order to be useful in most practical cases. 
Furthermore we have challenge with human 
collaboration.[14] There are individual input data for 
several human experts that must be analyzed in Big 
Data. These multiple experts may be separated in 
space and time when it is too expensive to assemble 
an entire team together in one room. The data system 
has to accept this distributed expert input, and 
support collaboration. Now companies and 
organizations analyze business data for risk 
management, customer retention, and brand 
management and so on. Separate system handle 
varied tasks and using Big Data lead to have large 
size data sets. It needs more time and money to 
implement this structure because of workloads. The 
challenge is for underlying system architecture to be 
flexible enough that the components built on top of it 
for expressing the various kinds of processing tasks 
can tune it to efficiently run these different 
workloads. [15][16] 

The very fact that Big Data analysis typically 
involves multiple phases high lights a challenge that 
arises routinely in practice: production system must 
run complex analytic pipelines, or workflows, at 
routine intervals, hourly or daily. But one of very 
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important challenge is heterogeneity and 
incompleteness.[17][18][19] 
Heterogeneity And Incompleteness 

Machine analysis algorithm expects 
homogeneous data, and can not understand nuance. 
Data must be carefully structured as a first step in 
data analysis. For example, a student wants to select 
some courses in a term. We could create one record 
per selection a course by a student.[20][21] Another 
design is create a record for each course in a term and 
store all information about all students whom select 
that course in the record. The three design choices 
listed have successively less structure and conversely 
successively variety. However, the less structured 
design is likely to be more effective for many 
purposes for example questions relating to grades of 
a major will require an expensive join operation with 
the first two designs, but can be avoided with the 
latter. However, computer system works most 

efficiently if they can store multiple items that are all 
identical in size and structure. Efficient 
representation access and analysis of semi structured 
data required further work. Even after data cleaning 
and error correction, some incompleteness and errors 
in data are likely to remain. This incompleteness and 
errors must be managed during data 
analysis.[22][23][24] Doing this correctly is a 
challenge. Recent work on managing probabilistic 
data suggests one way to make progress. We present 
using fusion for solving heterogeneity and 
incompleteness of information in Big Data. 
Fusion: 

In MongoDB we have collections and 
documents. A collection is very similar to schema in 
relational databases. Collection is main structure of a 
NoSQL Data Base in MongoDB.[25] 

 

 

 
Figure 1: A mongoDB over two servers 

 
If we have a few numbers of collections it 

seems that our database is simpler for design, search, 
retrieve data and etc. But in some projects perhaps 
there are many different collections for 
implementation. What can we do? For example, in an 
university database we must design a collection for 
students and another collection for courses and 
another for teachers and… But if we fuse these 
collections in one collection we find better 
performance. Although in relational databases we 
worry about fusing different tables, in Big Data we 

prefer it. When we design a collection for whole 
students, courses and teachers, it is not necessary to 
join between many collections and saving time and 
memory. 

If we use explain() in find() method, we can 
compare times between two queries with two 
structures is mentioned above. It is clear that when 
field "millis" shows time to executing a query, we see 
it is very faster to executing a query in one collection 
against join two or three collection for find a 
document or documents. 

 
 



 Nature and Science 2014;12(12)   http://www.sciencepub.net/nature 

 

102 

 
Figure 2 : A mongo document printed as a json 

 
>db.university.find(num:1,co:2) 
One collection: 
{ 
"num" :  "1" 
"co" : "2" 
"milllis" : 25 
} 
 
 
Two collections : 
{ 
"num" :  "1" 
"co" : "2" 
"milllis" : 263 
} 
Three collections : 
{ 
"num" :  "1" 
"co" : "2" 
"milllis" : 3768 
} 

 
Conclusion: 

Big Data is a very important solution for large 
scale data sets and it has a very tremendous ability to 
manage increasing data in volume and types. We 
have some challenges in this way that decreasing 
performance of database management systems. Some 
of these challenges are heterogeneity and 
incompleteness, scale, timeless, privacy, human 
collaboration and system architecture. We must solve 
problems mentioned above to increase speed and 

saving memory size. In heterogeneity and 
incompleteness if we fuse relative collections and 
construct whole collection, will have faster executing 
queries and effective saving of the data. Of course we 
must use vertical growing in data sets to distribute 
collections in several servers. 
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