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Abstract : While logical theories of information attitudes, such as knowledge, certainty and belief, have flourished 
in the past two decades, formalization of other facets of rational behavior have lagged behind significantly. In this 
work we survey the research of data-aware processes that has been carried out in the database theory community. 
We show that this community has indeed developed over the years a multi- faceted culture of merging data and 
processes. We argue that it is this community that should lay the foundations to solve, at least from the point of view 
of formal analysis, the dichotomy between data and processes still persisting in business process management. Will 
discuss one approach to tackling the notion within a logical framework, based on a database Perspective. 
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I. Introduction 

On the contrary, data management experts 
consider data as the driver of the processes in an 
organization, and assume that guaranteeing data 
quality is sufficient to ensure proper consideration of 
business relevant data so as to impact process 
improvement efforts. A 2009 survey by Forrester1 [1], 
whose outcome is also reported in [2], has addressed 
the important question of which of the two aspects 
should be given priority from the point of view of IT 
management. Unsurprisingly, the role played by an 
individual within IT strongly affects the perception of 
the relative importance of processes and data within an 
organization: Professionals concerned with the 
management of business processes downplay the 
importance of data, and view it as subsidiary to the 
processes that manage them; as a consequence, they do 
not pay attention to the quality of data and on how the 
business processes can ensure that data assets can be 
maintained clean [3]. An immediate consequence of 
this dichotomy is that there is very limited 
collaboration and cost sharing between the teams on 
the one hand running the (master) data management 
(MDM) initiatives and on the other hand managing the 
business process [4]. This is also confirmed by 
Forrester’s survey, where for 83% of the respondents 
there was no interaction, and only in 8% of the cases 
the master data management and business process 
modeling efforts were fully coordinated [5]. 

A further consequence is that there is little 
attention also on the side of tool vendors to address in 
their products the requirements coming from a 
combined treatment of processes and data. On the one 

hand, data management tool vendors cons ider 
processes only insofar as they affect the direct 
management of the data within the tools, but they do 
not pay attention to the processes that actually make 
use of the data [6]. On the other hand, Business 
process modeling suites do not allow for the 
connection of data to the processes [7]. Service 
oriented architectures (SOA), which make it possible 
to divide the functionality of large systems into 
component services, are advocated as a solution to the 
data-process dichotomy [8]. However, while favoring 
component reuse, they do not address the need of 
connecting the data to the organizational processes so 
as to facilitate their improvement, and in fact data 
continues to be “hidden” inside systems [9]. In 
addition to SOA, [10] identifies two key areas in 
which an explicit representation of data in process 
models is crucial. The first is the modeling of the core 
assets of an organization, due to the fact that the data 
stored in different IT systems is crucial for the 
execution of the business processes that create the 
value of the organization itself [11]. Hence, the 
business processes depend on such data, and in order 
to keep the organization operational, the former need 
access to the latter [12]. 

This dependency should be accounted for 
explicitly. The second is business process controlling, 
due to the fact that both the key performance 
indicators, and the specifically, we consider below the 
following lines of research: 

1. database evolution and transactions;  
2. temporal databusiness goals of the organization 

on which they 
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management;  
3. active databases;  
4. Work flowdepend, are defined in terms of data. 

To evaluate and formalisms and systems;  
5.temporal integritycontrol these indicators, the 

activities the goals need to be identified, and 
contributing to this is done by constraints. For each of 
these areas we overview the main research objectives 
and achievements. Our aimconsidering the appropriate 
data objects on which these activities operate. In order 
to support this task, process models need to shift the 
emphasis from control flow to the data [13, 14]. It 
follows that there is a strong need to incorporate data 
modeling features in (business) process here is not to 
be comprehensive, but rather to highlight the 
mainstream directions relevant to the topic of this 
paper that have characterized the research in databases 
[16].modeling languages, and to enrich business 
process. 
A. Database Evolution and Transactionsanalysis tools 
to deal with data [15].  

This demands for the problem of evolution of 
data in a database by suitable modeling languages, 
methodologies and means of atomic operations and 
their combination systems supporting the integrated 

management of inside transactions has been 
considered from early on asprocesses and data, and, 
possibly above all, it calls for a more foundational 
approach, to provide a clear a key issue to investigate 
in databases [17]. Apart from the fundamental 
problems of concurrency control andsemantics for 
(data-aware) process consequently enable their 
analysis. 

Models, and to serializability [18, 19, 20, 21] for 
early results), updates and transactions have been 
considered also of their interaction with (static) 
database constraints. 

 
II. Dynamics In Database Theory 

We overview here how the database theory 
community has been contributing to the analysis of 
data-aware processes [4]. We do so by first looking at 
some key lines of research that have considered the 
interaction of both static and dynamic aspects of data 
management. 

Equivalence and optimization of relational 
transactions, consisting of linear sequences of 
insertions, deletions, and updates, using simple 
selection conditions based on individual attribute 
values for each tuple, is investigated in [22, 23]. 

 
Fig. 1. A formal model (called dynamic relational model) for evolution over time of a database, seen as asequence 
of instances is presented in [24, 25]. The effects on evolution of dynamic constraints (specifically, dynamic 
functional dependencies), which relate one database instance to the next inthe sequence are studied. Specifically, the 
problem of inferring static constraints from knowledge about the evolution history of the database, as expressed by 
the dynamic constraints, is investigated [26]. The impact of dynamic constraints on the update of a specific form of 
views, in which each tuple represents an object with its properties, is considered in [27]. 
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B. Temporal Data Management 
A temporal database provides mechanisms to 

store data as it evolves, and to query its historical states 
using suitable extensions of standard query languages 
like SQL [28]. Research on temporal database 
originates from the observation that temporal data 
management can be very difficult if one uses 
conventional database systems [29]. The work on 
temporal databases and query languages goes back to 
[30], which provides a Description of syntax and 
semantics of temporal extension of Quel (a calculus-
based query language for the Ingres system) that makes 
use of Allen’s interval relations [31]. 

A temporal database model, in which each tuple is 
time stamped with a union of time intervals, is defined 
[32]. The notion of “weak relation” as the equivalence 
class of all time stamped relations for which the 
snapshots at each time point are equal, is introduced, 
and an algebra over such weak relations is defined and 
studied. Datalog extended with unary function symbols 
(successor), is studied in [33], and a mechanism is 

proposed to finitely represent infinite query answers 
via rules that may be returned together with explicit 
tuples. A framework for reasoning about infinite 
temporal information, based on generalized tuples with 
additional temporal attributes and constraints, is 
presented in [34]. Temporal attributes are defined by 
infinitely repeating points (of the form z (n) = c + kn) 
and constraints are conjunctions of linear equalities and 
inequalities on temporal attributes. Contrast this to 
constraint databases, where constraints are used to 
describe multiple databases, as opposed to a single 
database with infinite temporal information. The paper 
relates predicates definable by generalized relations 
with those definable in Presburger arithmetic. It studies 
the complexity of relational algebra on generalized 
relations, which return finite representations of 
possibly infinite answers [35]. Whereas positive 
existential queries are in PTIME (in data complexity), 
arbitrary queries (with negation) are NP-hard and in 
2EXPTIME. 

 

 
Fig. 2. The Job Register, Job Submit operations are provided by the WMS via its Web Service interface, this make it 
possible to express the Job Execute sub-workflow in terms of atomic operations (actually Web Service invocation) 
the engine can understand and execute. The execution of a job in the gLite middleware consists in a job Submit 
(which semantics can be also obtained by invoking -- in sequence -- job Register and a job Start) and the monitor of 
the job activity until done. Job monitoring can be done via the WMS using the Logging and Bookkeeping Service 
(LB) also available via a Web Service interface. The wait_for_termination task can be modelled using a sub- 
workflow which implement a specific monitoring strategy (polling or notification-based) [37]. 
 

C. Work Flow Formalisms and Systems 
A further topic integrating static and dynamic 

aspects of data that has been addressed by the database 
community is that of systems to manage workflows. A 
workflow can be considered as a collection of activities 
designed in such a way that a group of (human or 
artificial) agents can carry out in a coordinated way a 

specific complex process. Workflow management 
systems provide a framework for capturing the 
interaction among the activities in a workflow [36]. 
Research in databases has contributed to this area by 
studying formalisms and systems that would support 
transactional aspects of workflows [38, 39]. 
Specifically, [40] considers a setting that deals both 
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with task dependencies in a workflow, and 
dependencies between operations on the data by 
multiple interacting transactions. However, it does not 
consider the actual data and the changes performed on 
it, but only the order in which operations are executed. 
Another interesting perspective on workflows is the use 
of typical database functionalities (persistence, 
transactions, complex querying, provenance, etc.) to 

support the activities related to managing workflows 
and their execution [41, 42, 43, 44, 45]. The recent 
survey [46] contains an in-depth treatment of this 
aspect. The importance of data not only in the context 
of a single workflow, but to drive the integration 
between multiple, inter-organizational workflows, has 
been considered since the late nineties in the Vortex 
workflow management system [47]. 

 

 
Fig 3. The core component of the system is the workflow engine which execute concrete workflows written in 
GWorkflow DL. The engine simply schedules the activities according to Petri Nets model and demand their 
execution to the WMS. However, the engine, by design, has no knowledge about the underying middleware and 
Grid operations, such as job submission, monitoring, etc... muse be expressed in terms of atomic operations the 
engine can execute. For example the submission of a job to the gLitemiddlware requires several web services to be 
invoked in sequence; sequence which can be easily represented using a workflow. As a conseguence, providing to 
the engine few atomic functionalities, such as web service interaction and local method execution make it possible 
to execute complex scientific processes simply by composing atomic operations as depicted below [49].In Vortex, 
data implicitly introduce additional dynamic (data-flow) constraints among activities belonging to the different 
interacting workflows. Verification of Vortex workflows has been studied by considering the control-flow 
component, but by considering the contribution of the data component only in terms of the induced data-flow 
constraints, without explicitly capturing the complex interplay between the two components [48]. 

 
D. Criteria for a Theory of Intention, and the Database 
Persective 

When considering how to formalize intention nor 
any other complex natural notion it is useful to 
consider up front the yardsticks by which one would 
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evaluate the theory. These in turn are dictated more 
deeply by the sort of relevance one seeks for the 
theory. The philosophical discourse relies strongly on 
particularly instructive test cases. The “morning star 
evening star” example [50] catalyzed discussion of 
cross-world identity in first-order modal logic (you 
may have different beliefs regarding the star seen in the 
morning from those regarding the star seen in the 
evening, even though, unbeknownst to you, they are in 
fact the same starVenus). Similarly, the example of 
believing that you will win the lottery and 
coincidentally later actually winning it served to 
disqualify the definition of knowledge as true belief, 
and another example argued against defining 
knowledge as justified true belief [51]. One type is 
psychological relevance. This characterizes much of 
the philosophical literature on intention, a few 
examples of which are [52, 53, 54, 55, 56]. Thus, for 
example, in [57] Bratman speaks of “the psychological 
economy of planning agency”; his goal, and that of 
most other philosophers writing on the topic, is to shed 
light on the human experience, in this case on 
“practical reasoning” of the kind performed by 
resource- constrained human beings. An alternative 
sort of relevance is social relevance, which typifies 
work in the social sciences. A clear case in connection 
with intention is [58], which studies the role of 
intention in the legal penal system. A rather different 
type of relevance, and the one I focus on in this article, 
is what might be called artifactual relevance. This has 
typified work in computer science, and in particular in 
artificial intelligence (AI). In this case there is a 
particular artifact (usually defined abstractly in 
mathematical terms), whose behavior is completely 
specified and thus in principle understood, but for 
which one seeks an intuitive high-level language to 
describe its behavior. A good example is the use of the 
notion of “knowledge” to reason about distributed 
systems [8]. The protocol governing the distributed 
system is well specified, but intuitively one tends to 
speak about what one processor does or does not know 
about the other processor at any given state of the 
system(including, recursively, the knowledge of the 
other processor), and the role of the mathematical 
theory of knowledge is to formalize this reasoning. The 
primary message of this article is that a similar art 
factual perspective can be useful in connection with 
intention. These different perspectives are not mutually 
exclusive, and in fact there is a healthy cross-
pollination among them[59]. Thus for example the 
legal discussion in [60] is in direct dialog with the 
philosophical literature, and the Cohen and Levesque 
theory of intention [61]to which I will return lateris 
directly inspired by Bratman’s theories, in particular 
[62]. 

E. The Belief Intention Database 

This means that the database must represent both 
beliefs and intentions, and this in turn suggests a 
variety of consistencies that must be preserved by the 
database: 

1. Beliefs must be internally consistent.2. 
Intentions must be internally consistent. Adopting a 
somewhat restrictive view of action, we might say the 
following:(a) At most one action can be intended for 
any given time moment.(b) If two intended actions 
immediately follow one another, the earlier cannot 
have post conditions that are inconsistent with the 
preconditions of the latter. Condition 2(b) can actually 
be deduced from the following requirements. 3. 
Intentions must be consistent with beliefs. This means 
that: (a) If you intend to take an action you cannot 
believe that its preconditionsdo not hold.8 (b) If you 
intend to take an action, you believe that its 
postconditionshold. A few remarks on these 
requirements are in order. Requirement 1 is no 
different from the requirement in the belief change 
(AGM) theories. Requirement 2(b) is essentially 
Bratman’s consistency requirement [3], instantiated to 
our setting. Requirement 3(a) is what is sometimes 
called strong consistency. A stronger version of this 
requirement would be that you believe that the 
preconditions of you intended action hold; this would 
be an instantiation of Bratman’s means-ends coherence 
requirement [63]. But this does not seem useful from 
the database perspective, since only at the conclusion 
of planning and sometimes not even then are all these 
preconditions established. Making this stronger 
requirement will blur the distinction between the 
database and the planner it serves [64]. One could also 
question the asymmetry between pre and post 
conditions, and specifically, in connection with 
requirement, why one must believe that the post 
conditions of one’s intentions. 

From the philosophical perspective this indeed 
might be debatable or at least very unclear. From the 
database perspective, however, it is a good fit with how 
planners operate. Adopting an optimistic stance, they 
feel free to add intended actions so long as those are 
consistent with current beliefs, but once they do they 
continue acting based on the assumption that these 
actions will be taken, with all that follows from it. 
Since we are not considering actions whose effects are 
uncertain or dependent on the conditions that obtain 
when the action is taken, so long as action is planned 
the planner firmly believes whatever follows from it. 
Finally, these requirements relate the conditions on 
belief and on intention, but do not reduce the latter to 
the former. Arguments for and against the alternative, 
reductionist view (called “cognitivist” by Bratman), 
which does reduce intention to belief, are discussed, 
among other places, in [65, 66, 67, 68]. The main 
lesson from all this is that whereas in the philosophical 
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approach there is much agonizing over what the right 
definition is, in the art factual(and in particular, 
database) approach the question is what a useful 
definition is[69]. One could imagine different 
intelligent databases, each providing different services 

to the planner, and each one would be governed by a 
different logic. The process of revision is made 
complex by these requirements. The revision of beliefs 
may trigger a revision of intentions and vice versa, 
potentially leading to a long cascade of changes [70]. 

 
Table 1: Revised relationships between terminology. 

 
 

 
 

Fig. 4. Metamodel of concepts used in BDI architecture. 
 

III. Business Process Analysis In Database Theory 
Next turn to research that directly tackle data-

aware process analysis, focusing on higher level 
processes than transactions, such as business processes 
[71]. Recall that the presence of data on the one hand 
makes the system dynamics infinite-state in general 
and, on the other hand, requires to go beyond 
propositional temporal logics[72]. Indeed, in order to 
properly query the state of the system by extracting 
data, one needs first-order quantification within and 
across the states of the system. Various approaches 
have been proposed, that differ in: The structure of the 

process component, as well as its interaction with the 
data component, and with the external environment. 
The kind of analysis problem that is considered; most 
works focus on verification of arbitrary temporal 
properties expressed in the adopted formalism; other 
approaches fix a set of specific problems they aim to 
solve. The considered temporal formalism, and 
consequently the kind of properties that can be 
expressed; such properties are typically formulated in a 
variant of first-order temporal logic [73]. 

A. Relational Transducers 
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One of the most significant approaches proposed 
by the database community to model high-level 
(business) processes is that of relational transducers, 
originally proposed to support forms of 
ecommerce[74, 75]. Relational transducers explicitly 
account fora dynamic component, reminiscent of 
active databases and transactional workflows, on top 
of full-fledged databases. 

More specifically, a relational transducer is a 
tuple (S; -!), where: (i) S is the relational transducer 
schema, constituted by pair wise disjoint relational 
schemas for input, state, output, and fixed (external) 
database, and where the log is a further relational 
schema used to maintain the semantically meaningful 
portion of an input output exchange; (ii) is a state-
update transition function mapping instances of input, 
state and fixed database to instances of the next state; 
(iii) ! is an output-update transition function mapping 
instances of input, state and fixed database to instances 
of the next output. The semantics of a relational 
transducer is based on linear time. In particular, it 
captures the evolution of state and output sequences, in 
response to a sequence of inputs representing the 
interaction with the external world, as stored in the log. 
The problems subject to analysis range from log 
validity (checking whether a log sequence can be 
generated with some input sequence), goal 
reachability, containment (testing whether every valid 
log of one transducer is also valid for another) and 
compatibility (checking whether two transducers have 
a common log) to the verification of specific first-
order temporal properties with a past-time operator. 
These problems are in general undecidable. However, 
decidability and, in particular, a NEXPTIME upper 
bound for the verification problem, have been obtained 
in [76, 77] by requiring transducers to be semi-positive 
cumulative state (Spocus). In a Spocus transducer, the 
state accumulates all inputs received, and the outputs 
are defined by a non-recursive, semi positive set of 
catalog rules. In [78, 79], a generalization of Spocus 
transducers, called ASM transducers, has been studied. 
ASM transducers do not necessarily accumulate input, 
and their rule application is in general guarded by 
arbitrary first-order formulas. In this setting, the 
aforementioned problems are reconsidered, and 
verification is addressed for a variant of first-order 
LTL in which temporal operators can not appear in the 
scope of first-order quantifiers, except for outermost 
universal quantifiers. Even though verification is 
undecidable for general ASM transducers, two main 
restrictions that guarantee decidability are identified: 
(i) ASM transducers for which the fixed (external) 
database is explicitly known, and the set of values 
allowed in the input is restricted to those appearing in 
that database;(ii) ASM transducers which bound a-
priori the maximum amount of input that can be 

received in one computation step. Complexity of 
verification for such restricted versions range between 
PSPACE complete to EXPSPACE- complete, 
depending on whether the maximumarity of the 
employed relations is bounded a-priori or not. 

B. Artifact- Centric Systems 
The artifact-centric approach to business process 

modeling, which began at IBM Research in the late 
1990’s and was first presented in [80], proposes 

business artifacts (or simply artifacts) to model key 
business-relevant entities. Artifacts are equipped with 
an information model, representing the data 
maintained by the artifact, and they evolve over time 
following a so-called lifecycle. Processes organize 
atomic tasks or available services that are of interest 
into a possibly complex workflow. The artifact-centric 
approach provides a simple and robust structure for 
business process development, which has been 
advocated as superior to the traditional activity-centric 
approach, especially when dealing with complex and 
large process models. While the traditional workflow 
approach does not lend itself to componentization in a 
natural way [81], the artifact-centric approach is 
claimed to enhance efficiency, especially when dealing 
with business processtrans formations to expand 
and/or streamline the process [82,83, 84]. Fundamental 
notions from the artifact-centric approach have also 
been deployed in commercial products underlying 
IBM’s commercial service offerings [85]. 

The surveys [85, 60] overviewed the research 
results on the artifact-centric approach to business 
process specification, management, deployment and 
analysis, tracing the roadmap of research directions 
and challenges. As far as verification is concerned, this 
triggered several lines of research aiming at decidable 
techniques for verification over processes and data, to 
be reassessed and extended towards the artifact-centric 
setting. Seminal works on the analysis of artifact- 
centric systems is presented in [86, 85]. In [81], 
systems constituted by multiple interconnected 
artifacts are studied. The artifact information model 
contains the current state, and a tuple of attributes. 
Each attribute, in turn, may refer either to a primitive 
value or to some other artifact instance. Artifact 
lifecycles have a procedural flavor, based on finite 
state machines whose transitions either create a new 
artifact, or modify/eliminate an existing one. In this 
setting, first-order CTL with quantification across 
states is considered, showing decidability of 
verification for such formulas in the case of bounded 
domains, and in the case of unbounded domains, under 
the assumption that quantification only ranges over 
artifacts (and not values),and the number of artifacts is 
bounded. [42] tackles artifact systems that are similar, 
in spirit, to the ones of [81], but where lifecycles 
follow a more declarative style, based on business 
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rules that activate services. Services are in turn 
described in terms of preconditions and non-
deterministic effects related to the creation, 
manipulation and elimination of artifacts. 
Manipulation of attributes focuses only on whether 
these attributes are defined or undefined (so that values 
are abstracted away). A set of pre-defined reasoning 
tasks (successful path completion, existence of dead- 
end paths, attribute redundancy)is tackled, showing 
that all are undecidable in the general case, but become 
decidable if no new artifacts can be created, or by 
imposing various restrictions, such as monotonicity of 
services(each attribute is written at most once). In [70], 
the artifact model proposed in [42] is extended so as to 
include a static read-only database, and to handle a 
relational state in addition to attributes, whose values 
are not abstracted away and can be compared by 
service and property specifications according to a 
dense linear order. Runs can receive unbounded 
external in put from the infinite domain of values. As 
verification formalism, a variant of first order LTL is 
considered, where statements about individual artifact 
instances in the run may share variables that are 
outermost universally quantified. Decidability of 
verification is obtained by restricting such logic and 
the system specification to be guarded. The guarded 
restriction introduces a form of bounded quantification 
in the properties and formulas driving the system’s 
evolution, which resembles input-boundedness [87, 
88,89]. In particular, read-only and read-write database 
relations are accessed differently, querying the latter 
only by checking whether they contain a given tuple of 
constants. It is shown that this restriction is tight, and 
that integrity constraints cannot be added to the 
framework, since even a single functional dependency 
leads to undesirability of verification. Decidability 
comes with a PSPACE upper bound for fixedarity 
schemas, and EXPSPACE otherwise. [61,62, 63] 
extend this approach by forbidding read write 
relations, but this allows the extension of the 
decidability result to integrity constraints expressed as 
embedded dependencies with terminating chase, and to 
any decidable arithmetic. Another line of research 
building on the artifact-centric paradigmis [9, 3, 10, 
11], which study the specification and verification of 
artifact- centric systems that rely on an active XML-
based information model. Active XML [2] (AXML for 
short) extends XML by allowing parts of the document 
to be specified in an intentional way, by means of 
embedded calls to internal functions or external 
services. In the artifact-centric setting, AXML 
documents support the design of complex workflows, 
providing at the same time a description of the 
underlying data and of the sub- tasks (formally, 
internal functions) to be orchestrated by the workflow. 
In particular,the boundaries of decidability for the 

verification of systems basedon multiple, interacting 
AXML documents are delineated. Temporalproperties 
of runs are specified in a tree pattern-based 
temporallogic, called Tree-LTL, which exploits tree-
like patterns to query the states of the system, and 
combines them through linear-time temporal operators 
to predicate about the evolution of a system run. 
Similarly to the logics considered in Section 4.2, in 
Tree-LTL variables are existentially quantified within 
a state, or universally quantified by means of an 
outermost quantifier. The systems considered for 
verification rely on guarded AXML (GAXML) 
documents, which control the initiation and completion 
of sub-tasks by means of Boolean combinations of 
tree-patterns. Decidability of verification is achieved 
by disallowing recursion in GAXML systems, which 
leads to bound the total number of sub-tasks invoked 
along a run. In this setting, the complexity of 
verification is shown to beco2-EXPTIME-complete. 

In [4, 5], the problem of comparing different 
data-aware workflow specification frameworks based 
on AXML is tackled. It is argued that comparing 
workflow specification formalisms is intrinsically 
sically difficult because of the diversity of data models 
and control flow mechanisms, and the lack of a 
standard yardstick for expressiveness. For example, 
AXML workflows could employ automata, pre-and-
post conditions, or declarative temporal logic formulas 
to express the dynamics of the system. 
 
IV. Conclusions 

In this work, we surveyed the research on 
foundations of data aware (business) processes that has 
been carried out in the database theory community. 
This community has developed rich techniques to deal 
with data and processes and among the various areas 
of computer science it is probably the one in the best 
position to lay the foundations of data-aware process 
analysis. Several challenges are ahead of us. In 
particular, the work done in the last years on 
verification of data-aware processes shows that the 
analysis techniques proposed are exponential in those 
data that change. So circumscribing what can be 
changed by a process appears to be a key issue to make 
verification practical. This is particularly relevant in 
the context of processes acting on web data like those 
that are the focus of. One could argue that this 
approach, while perhaps useful for some applications, 
does not shed light on core philosophical issues. I 
actually believe that the pragmatic approach forces one 
to confront issues that are otherwise glossed over. 
Obviously many of the design decisions made here 
make contact with notions that came up in philosophy: 
consistency of intentions, coherence of intentions, 
intention agglomeration. Of course, the very planning 
context is very consistent with the discussion of 
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practical reason in philosophy. The difference is that 
here these notions take on a very precise meaning. To 
be sure this higher resolution comes at a price, since it 
ensures a mismatch with some elements of the human 
experience. 
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