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Abstract: This article reviews bivariate correlated count data by using mixed Poisson - Gamma. In the model 

presented in solidarity response variables which are counted as components of the model is unobservable 

heterogeneity. Hierarchical Bayesian method to estimate the model parameters have been used, Gibbs sampling 

algorithm for finding prior distribution model parameters is proposed. Finally, given the economic model has been 

cooperative sector. 
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1. Introduction 

There are several techniques are used to analyze 

continuous data and while the limited methods for data 

analysis were counted. The model outlined in analyzing 

these data in recent years has been considered one of 

the main models analysis is based on Poisson 

regression model. The models in numerous papers, 

including Winkelman (2003) and in more detail by 

Green (2008) have been studied. 

In fact Poisson regression model as an example of 

the generalized linear models that use of its main 

condition is equivalent to the average variance of the 

dependent variable. This condition leads to more 

sprawl is not established in the model generally to 

overcome this problem using mixed models using 

hidden variables is suggested. Among these methods 

using negative binomial (NB) is a standard method of 

counting used for the analysis (Miaou, 1994) NB model 

parameter estimation and inference ways about it in the 

papers Green (2007), Haibe (2007) and Cameron 

Trivedi (2005) is discussed. Another method used for 

dispersion control over the use of mixed Poisson-

gamma and Poisson distributions is lognormal. It is 

easily proved that the marginal distribution of the 

negative binomial distribution is the distribution 

margin all of these models can be used to overcome the 

fragmentation of the model. According to information, 

if we find the relationship between the data count in the 

model is acceptable using multiple regression models. 

Several techniques for introducing this correlation exist 

in multiple Poisson model. In previous studies variable 

correlation coefficient y1 and y2 resulting in a hybrid 

model is not restricted to positive numbers and also 

covers negative correlation also because in this article 

we have used the recent models. 

There are several ways to estimate the Poisson 

regression model parameters, Ho and Singer (2001) and 

Kocherlakota (2001) by Newton-Raphson method and 

generalized least squares applied to maximize the 

likelihood. Karlis and Ntzoufras (2005) EM algorithm 

to solve the problem of convergence in the method of 

Newton - Raphson created the work survived. Chip and 

Winkelman (2001), T-Sinus (2005) and Karlis (2005) 

proposed Bayesian inference. We and Coleman (2006) 

in the form of Markov chain Monte Carlo simulation, 

(MCMC) algorithms Gibbs sampling and Metropolis - 

Hastings took to work. Eskandari and Kazemnejad 

(2000) Hierarchical Bayesian model for Poisson 

regression model mixed - lognormal applied for 

correlated data. In this paper, the MCMC method for 

estimating the parameters in the model Poisson - 

gamma using hierarchical Bayes is used. In general, the 

structure of this paper is as follows: in section 2 model 

and some structural characteristics are studied. In 

section 3, appropriate algorithms for parameter 

estimation is studied in section 4, the actual data is 

discussed. 

 

2. Fitting model 

2.1 Bivariate correlated Poisson-Gamma model 

Suppose that   j=1,2, Counts 

individual values ith is based on different responses. 

The desirable set of models that are not correlated 

between individuals, but between responses correlated. 

 

It is assumed  is Poisson random variable with 

mean rate parameter : 
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Which  it is defined as follows: 

+ ) 

 is a K*1 vector of explanatory variables 

(auxiliary) and  is a K*1 considered a vector of 

parameters, including the amount . Correlation 

between  and  by correlation between the 

components of non-observed heterogeneity  and 

 defined: 

 
Which ∑ variance-covariance matrix the 

correlation is between  covered.  Wishart 

Bivariate distribution and  Poisson-gamma mixture 

distribution will be two variables. 

 

3. Bayesian analysis bivariate numerical data 

According to the model likelihood function will 

be as follows: 

 
Σ by selecting optional, multiple integrals above 

have the shape will not be closed. Bayesian MCMC 

method so analysis can be a way to solve the above 

problem. If this is the initial parameters of the prior 

distribution in Bayesian statistics, a statistical 

distribution, up, then we'll have a hierarchical Bayes 

model, which has been considered in this study. Press 

(1982) showed that former Wishart distribution as a 

conjugate can be used to reverse the covariance matrix. 

It also showed that mainly Wishart distribution is very 

reasonable and normal for multivariate analysis and 

thus on the hierarchical model for the two parameters 

(Σ and β) independently in the area can be studied: 

First level: 

β~  

 
Second level: 

 

 

 

So that  

Parameters are known and assume  and  are 

independent of each other. 

3.1 posterior distributions 

Considering the previous model structure as well 

as the distribution of parameters to calculate the 

probability distribution is just the product of π (Ɵ ) in L 

(Ɵ ) acquired and turned it into a probability 

distribution. The posterior distribution model assumes 

bivariate Poisson - Gama will be as follows:  

 

 

 
 

Given the likelihood function posterior distribution will be as follows. 
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*  

 

 

 
 

As can be seen posterior distribution obtained 

form is not closed, as a result Gibbs sampling to 

calculate an estimate model parameters need to sample 

from the posterior distribution will be obtained. 

3.2 Gibbs sampling on the hierarchical model 

It was observed that the posterior distribution 

obtained in the pre-specified distribution and is not 

closed. So for Bayesian analysis and to obtain an 

estimate of the distribution parameter cannot be used in 

combination uncertain. But using simulation methods, 

including Mont-Carlo method, Markov chain MCMC 

sampling to examine this complex posterior 

distribution was considered. Now we want at this stage 

and, if necessary, using Gibbs sampling algorithm 

Metropolis - Hastings sampling to take action. In 

univariate Gibbs sampling distribution of the sample to 

do this sampling was important. First, be sure that if any 

of the parameters provided distribution parameters and 

other data (posterior distribution for each of the 

parameters on the condition of other parameters) 

colloquially it is called the conditional distribution 

calculated. Then, in iteration of each sample our full 

conditional distributions. If the distribution is all 

provided with specific distribution form the sample 

length is taken directly from the distribution. If the full 

conditional distribution package is not specific form, 

the algorithm we use Metropolis- Hastings. And so the 

sample after n repeat in this way obtain a sample of the 

posterior distribution will be combined. 

3.2.1 bi evaluation 

Late density functions  include: 

 

 

So for sampling from the posterior distribution  

function of the ith to the posterior distribution density of 

the sample 

Conditional distribution parameter : 
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As can be seen the full Conditional distribution 

obtained for the parameter  has been closed form. 

So for the sampling of algorithms Metroplois - 

Hastings conditional  density can be used. Pockets 

(1998) bivariate t distribution was used as the 

proposed distribution. It is assumed that: 

 

 

 
 

Which  in fact, the reverse Hessin 

 in   point; Mode  and 

variance – covariance  can use the algorithm 

Newton - Raphson with gradient vector is calculated. 

 
And Hessian matrix will be equal to: 

 
Where in: 

 

Density function  Consider 

that a bivariate t distribution with degrees of freedom is 

 which  as a parameter in the algorithm is 

Metropolis- Hastings. In this section, a suggested value  

 of distribution . Consider the 

circuits in the state of  the proposed amount  or is 

likely to move below: 

 

 

 

If value  is greater than u (u 

random numbers are generated from a uniform 

distribution  is suggested value   will be 

accepted. Otherwise, the next item in the chain as 

suggested value  accepted  . 

3.2.2 Evaluation 1- ∑ 
1- ∑ Conditional distribution parameters are as follows: 
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The full Conditional distribution Σ a distribution 

and evangelism with degrees of freedom  

and matrix location . This 

distribution, the distribution had been unknown. 

Sampling can be quantified using Σ at each stage of 

the distribution and sampling the good news. 

3.2.3 β estimation 

Conditional distribution parameter β can be 

represented as follows: 

 
The Conditional distribution β parameter can be 

defined in terms of the individual components of the

. So we have: 

 

 

 

 

 

 
 

 

 

 
 

As it can be seen that the function has no defined 

shape, so had to use the Metropolis-Hastings 

algorithm; in this case the same as before we used 

multivariate t distribution. We assume: 

 
Be considered as a distributed fashion and

. In the other words,  reverse 

Hassin  at the 

point in the function  considered. 

Value  and variance-covariance matrix  

Newton-Raphson algorithm can be estimated with 

Gradient following: 

 
And Hessian matrix will be equal to: 
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Therefore, the proposed distribution 

 is a multivariate t distribution 

with degrees of freedom . At this stage, similar to a 

proposed value  for parameter  of distribution 

 we will consider. With regard to 

the proposed value chain from  the amount 

proposed  with probability 

 
 

Will move if the value is greater than the 

probability If this probability is greater than U will 

move (U uniformly distributed in the interval [ ) 

the proposed amount will be accepted Otherwise, 

the next value for  considered and the process is 

done again. 

 
 

If this probability is greater than U will move (U 

uniformly distributed in the interval [ ) the 

proposed amount will be accepted Otherwise, the 

next value for considered and the process is done 

again. 

3.2.3  Estimation 

 

 

 

 

 

 

 

Here also observed that the distribution obtained 

form is not known. So, for example, of the need to 

Metropolis- Hastings algorithms with multivariate t 

distribution will be proposed. So similar to the 

previous section we have: 

 

 

Where in  distribution mode  Reverse 

Hessein  in . Here, too,  and 

variance-covariance matrix  the algorithm can be 

made by Newton - Raphson with Gradient  

approximated. 

 
And Hessian matrix will be equal to: 
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Therefore, the proposed distribution 

 a multivariate t distribution 

with degrees of freedom  here too similar to the 

proposed amount equal to a variable  functions as 

 distribution function  

considered. 

In this case the value chain  following with probability will move to . 

 
 

If the value of probability on the basis of the 

proposed  is larger than U (U has a uniform 

distribution on the interval ) the proposed 

amount is an accepted . 

3.2.4  Estimation 

 

 

 

 

Distribution or degrees of freedom are the same kernel distribution and evangelism and matrix 

location 

 
In other words, there is: 

 
 

Can be directly using the Gibbs sampler and 

sample at each stage of the distribution and evangelism 

 will be updated 

3.2.5  Estimation 

Conditional distribution  is in the following 

form: 
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As can be seen, distribution and evangelism are 

the same kernel distribution with degrees of freedom

) and matrix location  so 

using Gibbs sampling can be updated to include this 

parameter. 

 

4. Check the actual data model 

Small and medium enterprises in terms of the 

capability of creating many job opportunities and a 

considerable impact on the economy, special attention 

and policy makers have been strongly supportive 

programs follow them. Technological advances and the 

advent of globalization, the importance of this group of 

companies has doubled. Paving the way for the growth 

of small businesses is the issue seriously by the leading 

countries in this matter is followed. Gamma Poisson 

regression model in this field by the use of Bayesian 

hierarchical method, factors to prioritize cooperatives 

as small and medium businesses was considered. 

4.1 Model Diagnosis 

In this section, taking into account the actual data 

from firms quick to study the suggestions have been 

discussed. The first response variables used in this 

model is the frequency of use of a company early 

returns from loan firms and the response variable 

number of payments the right to education (4% 

education) that both variables are numerical. It should 

be noted that the right to education annual rate of 4% 

of the total profit is a company that is deposited in 

educating members of cooperatives to the ministry. 

The explanatory variables in this study, based on 

feasibility studies have been provided by companies 

such employment rate is desired. Second, third and 

fourth explanatory variables in the model are taken 

from the company's capital, profits anticipated from the 

project and amount requested for the project is 

completed. As seen in the above-mentioned four 

variables appropriate benchmark to assess the financial 

performance of a company, including payment of four 

per cent, and the training is repeatedly receiving loans. 

The overall review data on response variables 

(Table 1) will be seen that these two variables is 

acceptable assuming Poisson. On the other hand, 

according to Table 2, we see that the variance of 

observations is higher than the average in other words, 

the model is more scattered. Therefore, they have 

proposed models that controls the distribution of this 

over used. On the other hand, by examining the 

correlation between two variables y1 and y2 call 

concluded, given the correlation between them is 

confirmed. 

 

Table 1: spss output of the test Kolmogorov – Smirnov 

 The first response The second response 

Test statistics 0.540 0.288 

p-value 0.930 1.00 

 

Table 2. Descriptive statistics table 

Index No. Variations range Min Max Mean Var. 

Number of for taking loans 12 4 1 5 2 2.182 

The number of pay four percent 12 7 1 8 3.92 4.992 

Type of activity 12 2 1 3 1.58 0.629 

Employment rate 12 46 14 60 31 283.27 

amount of capital 12 26 4 30 13.42 66.62 

rate of profit 12 12 4 16 8.83 19.061 

Amount received facilities 12 11 2 13 6.08 13.174 

 

The following table also assumes the existence of a significant correlation between two variables call at 0.01 is 

confirmed. 

 

Table 3: Correlation between two response variations 

Variable name canonical name First answer 

variable 

Second answer 

variable 

The first response Correlation 

p-value 

1 

1 

0.903 

0.00 

The second response Correlation 

p-value 

0.903 

0.00 

1 

1 

 

http://www.sciencepub.net/report


 Report and Opinion 2016;8(6)           http://www.sciencepub.net/report 

 

90 

According to the above-knit bivariate Poisson-

gamma mixture model for data in this study seems 

appropriate. 

4.2 Data Model Based on Bayesian 

Bayesian analysis in recent decades due to lack 

of some unnecessary assumptions of the classical 

analysis as well as its efficiency due to low sample size 

has been Statisticians. In this way, by combining prior 

information and data obtained from observations can 

be achieved on an accurate estimation parameters. In 

this study, taking into account the quadratic loss 

function, the mean posterior distribution of parameters 

i.e. a complete sampling of the distribution conditional 

parameters can be used as estimate parameters. 

If the primary parameter is also considered a 

statistical distribution, then, a Bayesian hierarchical 

model, as we have noted in the introduction of this 

model parameter estimation method is used. In this 

study, using software WinBUGS to estimate the model 

parameters and to determine the distance estimation is 

reliable for acceptance or rejection. 

 
Table 4: Statistical summaries of parameters Poisson model - log bivariate normal for first response 

Number explanatory 

variable 

Model parameters Mean S.D. Low level (2.5% 

quantiles) 

High level (97.5% 

quantiles) 

1 Employment plan 0.1044 0.01277 0.01789 0.0325 

2 company's capital 0.01148 0.03183 0.04783 0.07831 

3 company's earnings 

forecast 

8.645 9.243 -5.047 24.71 

4 amount of reception 

facilities 

3.047 3.63 -4.723 10.28 

5 Type of activity 

1. Industrial 

2. Agriculture 

3. Services 

0.0209 0.051 0.0123 0.143 

 
Table 5: Statistical summaries of parameters Poisson model - log bivariate normal response to the second 

Number explanatory 

variable 
Model parameters Mean S.D. 

Low level (2.5% 

quantiles) 

High level (97.5% 

quantiles) 

1 Employment plan 0.06145 0.08704 0.01388 0.2285 

2 company's capital 0.06536 0.1191 0.01631 0.3461 

3 
company's earnings 

forecast 
8.652 9.243 -5.057 24.69 

4 
amount of reception 

facilities 
3.046 3.623 -4.723 10.29 

5 

Type of activity 

1. Industrial 

2. Agriculture 

3. Services 

0.0210 0.0511 0.0132 0.07651 

 

5. Conclusion 

Based on the results obtained in this study and the 

results listed in Tables estimates obtained (Tables 4 and 

5) and some believe they Poisson-gamma model was 

considered in this study achieved the following results: 

1. Feasibility Project employment rate mentioned 

in cooperative direct impact on the number of 

companies for taking loans from local businesses to 

return soon. However, employment in the cooperative 

sector are important components of this sector and its 

significant relationship indicates this is important to 

facilitate distribution between small business and 

cooperatives in position to return soon, their 

employment rate is affected. The employment rate paid 

by the company on the frequency of 4% is effective 

right to education. 

2. Capital of both companies on the response 

variable in terms of economic impact this seems quite 

reasonable, because the power company's high capital 

firm as its financial resources and high financial 

strength implies a guarantee of payment is reception 

facilities as well as payments scheduled taxes. 

3. Series of cooperative activities (industry, 

agriculture and services) also call on both variables 

involved. If it is concluded extracted from feasibility 

studies, according to the company's activities will be 

different numbers of facilities and industrial companies 

by the Ministry of Cooperatives, Labor and Social 

Welfare have priority over the rest of cooperatives. On 

the other hand, these types of co mutually to pay 4% 

more than others have provided the right to education. 
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4. Based on the findings of the company's 

anticipated profit in the financial year no significant 

effect on the numbers of facilities the Ministry of 

Health in order to achieve one of the goals of economic 

cooperation is 25% shares and the equitable 

distribution of wealth among cooperative companies, 

excluding their annual profits. 

5. Grants received by the company as a firm on 

these two variables have not been effective response, in 

other words, we cannot say necessarily a company that 

has used the most of the facilities used to a greater 

number and vice versa, if you use company facilities 

and less of a reason for the low number of facilities this 

suggests there is a significant inconsistency in 

providing the local firms is quick; the factors affecting 

these inconsistencies to be a prelude to start new 

research. 

 

References: 
1. Cameron, A., and Trivedi, P., (2005), 

Microeconometrics: Methods and Applications, 

New York: Cambridge University Press. 

2. Chib, S., Greenberg, E., and Winkelmann, R., 

(1998), ”Posterior Simulation and Bayes Factors. In 

Panel Count Data Models,” Journal of Econometrics, 

86, 33-54. 

3. Chib, S., Greenberg, E., and Winkelmann, R., 

(2001), ”Markov Chain Monte Carlo Analysis of 

Correlated Count Data,” Economic stat, 19, 428-435. 

4. Eskandari, F., Kazemnejad, A., Khafri, S., (2008), 

”Hierarchical Bayesian Analysis of Bivariate. 

Poisson Regression Model,” World Applied 

Science, 667-675. 

5. Green, W., (2007), ”Functional From and 

Heterogeneity in Models for Count Data,” Working. 

Paper 07-10, Department of Econometrics, New 

York University. 

6. Green, W., (2008), ”Correlation in the Bivariate 

Poisson Regression Model,” Working Paper 12-23, 

Department of Econometrics, New York University. 

7. Hibe, J. M., (2007), Negative Binomial Regression, 

Cambridge, UK: Cambridge University Press. 

8. Ho, L., and Singer, J., (2001), Generalized Least 

Squars Methods for Bivariate Poisson Regression,” 

Communications Statistics -Theory and Methods, 

30, 263-277. 

9. Karlis, D., (2003),” An EM algorithm for 

multivariate Poisson distribution and related 

models,” Journal of Applied Statistics, 30(1), 63-77. 

10. Karlis, D., Ntzoufras, I., (2005), ”Bivariate Poisson 

and Diagonal inflated,” Journal of Applied. 

Statistics, 30(1), 63-77. 

11. Kocherlakota, S., and Kocherlakota, K., (2001), 

”Regression in the Bivariate Poisson Distributions,” 

Communications in Statistics-Theory and Methods, 

30, 815-827. 

12. Ma, J., and Kokelman, K., (2006),” Bayesian 

Multivariate Poisson Regression for Models of 

Injury Count By Severity,” Transportation Research 

Record, 50, 24-34. 

13. Miaou, S.P., (1994),”The relationship between truck 

accidents and geometric design of road sections: 

Poisson versus negative binomial 17 regressions,” 

Accident Analysis and Prevention, 26(4), 471-482. 

14. Plassmann, F., and Tideman, T. N., (2001),” Does 

the right to carry concealed handguns deter. 

Countable crimes? Only a count analysis can say,” 

Journal of Law and Economics, 44(2-2), 771-798. 

15. Press, S. J., (1982), Applied Multivariate Analysis: 

Using Bayesian and Frequentist Methods of 

Inference, 2nd Edition, Krieger Publishing 

Company. 

16. Tsionas, E., (2005),”Bayesian Multivariate Poisson 

Regression”, Communications in Statistics - Theory 

and Computing, 15, 255-265. 

17. Winkelmann, R., (2003), Econometric Analysis of 

Count Data, Heidiberg: Springer Verlage. 

 

4/27/2016 

http://www.sciencepub.net/report

