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Abstract: the objective of this paper was to develop an Artificial neural network (ANN) model in order to predict 
monthly mean soil temperature for the present month by using various previous monthly mean meteorological 
variables. For this purpose, the measured soil temperature and other meteorological data between the years of 2000 
and 2007 at Adana meteorological station were used. the soil temperatures were measured at depths of 5, 10, 20, 50, 
and 100 cm below the ground level by the Turkish State Meteorological Service (TSMS). A 3-layer feed-forward 
Artificial neural network structure was constructed and a back-propagation algorithm was used for the training of 
ANNs. the models consisting of the combination of the input variables were constructed and the best ×t input 
structure was investigated. the performances of ANN models in training and testing procedures were compared with 
the measured soil temperature values to identify the best ×t forecasting model. the results show that the ANN 
approach is a reliable model for prediction of monthly mean soil temperature. 
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1. Introduction 

Soil temperature is an important meteorological 
parameter, especially for ground source heat pump 
applications, solar energy applications such as the 
passive heating and cooling of buildings, frost 
prediction, and other agricultural applications 
(Mihalakakou 2002; Koçak et al. 200; Yılmaz et al. 
2009). It determines the type and rate of different 
physical and chemical reactions in the soil. It also 
affects diffusion of nutrients in soil and their uptake 
by plants. It influences the rate of organic matter 
decomposition, which in turn affects soil structure and 
water movement in the soil. Seed germination, 
seedling emergence, and plant growth are more rapid 
as the soil temperature increases up to the optimum 
level. The functional activities of plant roots, such as 
absorption and translocation of water, are also related 
to the soil temperature. Crop species differ in their 
response to soil temperature, and each species has its 
optimum range of temperature for maximum growth 
(Tenge et al. 1998). Moreover, soil surface 
temperature is an important factor for calculating the 
thermal performance of buildings in direct contact 
with the soil as well as for predicting the efficiency of 
earth-to- air heat exchangers (Mihalakakou 2002). It is 
clearly evident that soil temperature is an important 
parameter that directly affects the growth of plants 
and biological and physical processes occurring in the 
soil (García-Suárez and Butler 2006). Paul et al. (200) 
stated that daily and annual fluctuations in soil 
temperature influence both biological and chemical 
processes in the soil, for example, rates of 

decomposition and mineralization of soil organic 
matter and release of CO2. Soil temperature also 
affects plant growth directly and indirectly. Tenge et 
al. (1998) pointed out that extremely high soil 
temperatures, as observed in tropical climates, may 
result in seedling mortality, low plant stand, higher 
water demands, and high incidence and severity of 
plant diseases. George (2001) stated that prediction of 
weather parameters such as soil temperature, air 
temperature, wind speed, relative humidity, and 
rainfall are useful for agricultural purposes, and all of 
these are highly corelated due to solar energy. Gao et 
al. (2008) pointed out that prediction of soil surface 
temperature plays an important role in numerical 
hydrological and atmospheric models. Yılmaz et al. 
(2009) stated that determination of ground surface 
temperature and ground temperature at different 
depths is very important for agricultural and ground 
source heat pump applications and for the calculation 
of heat losses from the parts of buildings that are 
buried in the ground. For these purposes, accurate soil 
temperature measurements or predictions are required. 
Soil temperature depends on a variety of 
environmental factors, including meteorological 
conditions such as surface global solar radiation and 
air temperature; soil physical parameters such as 
albedo of surface; water content and texture; 
topographical variables such as elevation, slope, and 
aspect; and other surface characteristics such as leaf 
area index and ground litter stores (Kang et al. 2000; 
Paul et al. 200 ; García-Suárez and Butler 2006). For 
this reason, prediction of soil temperature is rather 
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difficult, especially near the ground surface where the 
soil temperature variations are the highest 
(Mihalakakou 2002). In recent years, there have been 
several studies concerning the determination of soil 
temperatures using analytical models, numerical 
models, and experimental methods (Tenge et al. 1998; 
Enrique et al. 1999; Kang et al. 2000; George 2001; 
Mihalakakou 2002; Koçak et al. 200 ; Paul et al. 200 ; 
Gao et al. 2007; Gao et al. 2008; Droulia et al. 2009; 
Prangnell and McGowan 2009). In addition, models 
based on the Fourier technique and on artificial neural 
networks have been developed. The objective of this 
paper was to develop an ANN model that can be used 
to predict monthly soil temperature by using various 
meteorological variables of the previous month in the 
city of Adana, Turkey. The developed model provides 
a simple and accurate way to predict the soil 
temperature of the next month at any chosen depth. 
2. Material and Methods 

Location of the site The monthly meteorological 
data used in this study were obtained from Adana 

meteorological station, located at 36°59′N, 35°18

′E. It is located at an altitude of 28 m above sea 
level in the eastern Mediterranean region of Turkey. 
Adana is one of the first industrialized cities and 
currently one of the more economically developed 
cities of Turkey. It is the fourth largest city of Turkey, 
and it is a major agricultural and commercial center. 
The Mediterranean climate is dominant in this region, 
usually hot and dry in the summer season and 
lukewarm and rainy in the winter season. Winters are 
about 13-15 °C and very humid, and summers are 3 - 
39 °C. Climate properties vary depending on the level 
of the height above sea level. On the slope of a 
mountain looking at the sea, an increase of terrestrial 
effects on climate is observed. However, the weather 
in this region does not show an intense terrestrial 
climate, due to the effect of the Mediterranean Sea 
(Bilgili et al. 2007). Input and output data analysis 
Monthly meteorological variables were measured 
between the years of 2000 and 2007 by the Turkish 
State Meteorological Service (TSMS). These 
meteorological variables were soil temperature (S), 
atmospheric temperature (T), atmospheric pressure 
(P), wind speed (W), relative humidity (H), and 
rainfall (R). One of the most important steps in 
developing a satisfactory forecasting model is the 
selection of the input variables, because these 
variables determine the structure of the forecasting 
model and affect the weighted coefficient and the 
results of the model. For this reason, cross-
correlations between input and output variables were 
calculated to determine the best input structure. The 
obtained correlation coefficients are shown in Table 1. 
Here, input variables are the previous monthly mean 
soil temperature (St-1), the previous monthly mean 

atmospheric temperature (Tt-1), the previous monthly 
mean atmospheric pressure (Pt-1), the previous 
monthly mean wind speed (Wt-1), the previous 
monthly mean relative humidity (Ht-1), and the 
previous monthly mean rainfall (Rt-1), while the 
output variable is the monthly mean soil temperature 
of the present month (St). An adequate value of the 
cross-correlation function for an accurate simulation 
must be higher than 0.6 (Bechrakis and Sparis 200 ). 
Therefore, as is shown in Table 1, significant 
correlation coefficients were indicated in bold. This 
means that these parameters had a strong correlation 
with each other. There was a high rate of correlation 
coefficient between the soil temperature and various 
meteorological variables, such as atmospheric 
temperature, atmospheric pressure, and soil 
temperature of the previous month. Soil temperature 
was positively correlated with atmospheric 
temperature and soil temperature of the previous 
month, while it was negatively correlated with 
atmospheric pressure. Because of that fact, in order to 
obtain a prediction model for the soil temperature of 
the present month (St), the previous monthly mean 
atmospheric temperature (Tt-1), previous monthly 
mean atmospheric pressure (Pt-1), and previous 
monthly mean soil temperature (St-1) were selected as 
input (predictor) variables. In addition, there was not a 
high rate of correlation coefficient between the soil 
temperature and other meteorological variables such 
as rainfall, relative humidity, and wind speed. 
Therefore, they were not selected as input variables 
and could be eliminated. 

 

 
Figure 1. The monthly mean soil temperature at a 
depth of 50 cm for the years 2000-2005. 

 
Months, significant differences appeared. In 

addition, significant changes from year to year did not 
appear. The annual cycle of soil temperature had a 
peak in June and a minimum between December and 
January. For 2005, the monthly mean soil temperature 
varied drastically between 11°C and 31.8°C 
throughout the year. Figure 2 shows the monthly 
mean soil temperatures at the standard depths for the 
year 2000. During the summer season, soil 
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temperature decreased with depth. Furthermore, the 
associated downward heat flux built up the soil’s heat 
store. On the other hand, during the winter season, the 
gradient reversed and the heat store was gradually 
depleted. The spring and autumn were transitional 
periods in which the soil temperature gradients 
reversed the sign. These reversals are important 
biological triggers to soil pathogens, soilborne insects, 
and many other chemical activities. This shows the 
importance of soil temperature and thus its estimation 
in agriculture. 

 
Figure 2. The monthly mean soil temperatures at the 
standard depths for the year 2000. 

 
A neural network consists of a large number of 

simple processing elements, called a neuron. 
Generally, an artificial neural network (ANN) can be 
defined as a system or mathematical model that 
consists of many nonlinear artificial neurons running 
in parallel, which may be generated as 1-layered or 
multiple-layered. Most ANNs have 3 layers: input, 
output, and hidden layers. In the literature, there are 
many types of ANNs, such as feed forward neural 
networks (FFNN), radial basis neural networks 
(RBNN), and generalized regression neural networks 
(GRNN) (Ustaoglu et al. 2008; Firat and Gungor 
2009). A 3-layer FFNN is shown in Figure 3. It has 
input, output, and hidden middle layers. Every neuron 
in each layer is connected to a neuron of an adjacent 
layer having a different weight. Each neuron receives 
signals from the neurons of the previous layer, 
weighted by the interconnect values between neurons, 
except the input layer. Neurons then produce an 
output signal by passing the summed signal through 
an activation function (Haykin 199; Maqsood et al. 
2005). The process of determining ANN weights is 
called learning or training, and it is similar to the 
calibration of a mathematical model. The ANNs are 
trained with a training set of input and known output 
data. At the beginning of training, the weights are 
initialized, either with a set of random values or based 
on previous experience. Next, the weights are 

 
Figure 3. Three-layer feed forward neural network 
(FFNN) architecture. 
 
3. Results 

The monthly mean soil temperature of the 
present month (St) can be characterized as the 
function of the various previous monthly mean 
meteorological variables, such as soil temperature (St-
1), atmospheric temperature (Tt-1), atmospheric 
pressure (Pt-1), depth (D), and month of the year (Mt). 
The relationship between soil temperature and input 
variables can be expressed as follows: 

St = f (St-1), Tt-1, Pt-1, D, Mt)            (6) 
where t is the target value and o is the output 

value. The models given in Table 3 were trained and 
tested in order to compare and evaluate the 
performances of the ANN models. The training and 
testing results of where XN is the normalized value, 
XR is the real value, Xmin is the minimal value, and 
Xmax is the maximal value. The minimum and 
maximum values of input and output variables are 
given in Table 2. The normalizing of the training 
inputs generally improves the quality of the training 
(Krauss et al. 1997). In order to determine the optimal 
network architecture, various structures of forecasting 
models were designed with MATLAB software. For 
this reason, different input structures were applied. 
The number of neurons in the input layer was 
changed. The predictions were performed by taking 
different numbers of hidden layer neurons, between 3 
and 12. Different training algorithms were used. The 
different structures of forecasting models are given in 
Table 3. For each model, the mean absolute 
percentage error (MAPE) and the correlation 
coefficient (R) were used to see the convergence 
between the target values and the output values. Here, 
MAPE is defined as follows (Melesse and Hanley 
2005): the ANN models are presented in Figures -7. 
For the testing procedure, the MAPE values of the 
ANN models ranged from 1.62% to 21.95% different 
from the actual value of the monthly soil temperature. 
The maximum MAPE value appears to be 21.95% for 
the M5 model at a depth of 5 cm, while the M1 model 
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provided the best result, 1.62%, for a depth of 100 cm. 
Moreover, the maximum correlation coefficient 
between the target value and output value was 0.998 
for the M1 model at a depth of 100 cm. As seen from 
the Figures, the results of the M1, M2, and M3 models 
were closer to each other. The performance values of 
these models were better than the other models, but 
the best fit result was obtained from the M1 model. In 
this model, the Levenberg-Marquardt (LM) learning 
algorithm was applied. Neurons in the input layer 
have no transfer function. The logistic sigmoid 
transfer function (logsig) and linear transfer function 
(purelin) were used in the hidden layers and output 
layer of the network as an activation function, 
respectively. 

 
i W1i W2i W3i W4i W5i 
1 - 8.0 52 -83 3.5901 270.9352 9 61.9 62 -389.7585 
2 9.1700 -7.2867 -7.3716 -7.08 3 6.55 3 
3 6.0570 -1. 721 0.031 0.06 2 -3.8973 
4 0.9977 0.0 83 -0.9279 5.9112 - .9101 
5 -8.2080 9.6285 -9. 8 1 5.7920 0.6852 
6 1.0812 -0.6055 1.1817 -5.2190 2.9756 

 
4. Discussions 

In this study, artificial neural network models 
were developed to predict the monthly mean soil 
temperature for the present month by using various 
previous monthly mean meteorological variables. The 
models, consisting of the combination of the input 
variables, were constructed in order to obtain the best 
fit input structure. From a series of ANN exercises, 
the M1 model, consisting of input variables, the 
previous monthly soil temperature (St-1), previous 
monthly atmospheric temperature (Tt-1), depth (D), 
and month of the year (Mt), was found to be the best 
model for forecasting the monthly mean soil 
temperature of the city of Adana, Turkey. The results 
obtained with this model were compared with the 
measured data. Errors obtained were within the 
acceptable limits. The best result was found to be 
1.62% for the depth of 100 cm. The advantage of this 
model is that, having the required various previous 
monthly mean meteorological variables, the monthly 
mean soil temperature for the present month can be 
predicted quickly and satisfactorily without the use of 
any other parameters related to soil. 
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