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Abstract: In this paper, four different topics such as exploration of repetitive patterns, uncertain data mining, data stream 
mining and exploring a set of functional dependencies combined to explore repeating patterns in a stream of data 
dependent was used. To explore repeating patterns of flow, obscuring the windowing technique Landmark and fade time 
and also to explore the dependence of AD-Miner algorithm is used. The presented algorithm, compared with the existing 
algorithm, the UF-Streaming. To assess their own method implemented in c and c ++ and then the same conditions are 
compared to existing methods. The results show that the proposed method of using the window technique Landmark and 
disappears when it is more efficient than the existing method that uses the slideshow window. 
[Sima jahanshahi, Ali Asghar Safaei. Innovation in data mining repeating patterns of data stream dependent and 
uncertain. Researcher 2014;6(11):14-22]. (ISSN: 1553-9865). http://www.sciencepub.net/researcher. 3. 
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1. Introduction 

Explore the repetitive patterns is an important 
research field in the database and the data are explored. 
This method patterns which frequently appear in data sets 
have been introduced as repetitive patterns. This method in 
most everyday applications, such as data sets related to the 
sale of the supermarket, data sets related to the weather 
and environmental data sets used. However, a great deal of 
research has been done on exploring repeating patterns and 
most of them are focused on precise data; so that users 
have accurate information about the item in the data set. 
But in most everyday situations (real world), Member of 
the presence or absence of items in the data set, the data 
are not exact (quantum physics dataset, the dataset of 
thermal sensors for environmental monitoring and data 
collection). This type of data, called uncertain data that the 
presence or absence of an item with a probability, we 
show (which is also called indeterminate amount). In 
addition, the collection of data on the real world is not 
static and will always have a steady stream of new data 
with fast speed. Explore the dynamics of this type of data 
collection, data flow, have been explored. 
Literature Review 

Algorithm Apriori [1] in 1994 by Agrawal and 
srikant to explore specific static data sets, respectively. 
Each pattern is associated with a level of confidence that 
the data set describes a number of models. 

Model (or set of items) to be considered as a 
repeating pattern, if and only if the value is greater than or 
equal to the pattern assures and a certain minimum 
threshold have set by the user. Algorithm Apriori, will run 
from the top down and the framework for exploring 
repeating patterns in data sets identified the test. To solve 
this problem, algorithms based on Apriori, Hen et al [3], 
FP-growth algorithm was presented in 2000 as the 
candidate of the production process to prevent. In this 
algorithm, there are two processes: (1) creating repetitive 

patterns of tree growth FP, 2- tree FP, a generalization of 
the tree structure that receives the contents of the data set. 
The algorithm requires a review of the data set to form the 
FP-tree. 

The first is to follow the same patterns. All models 
are unique and delete all duplicate patterns by reducing the 
amount of trust units ordered. Similarly, the potential size 
of the FP-tree is also reduced. Then, algorithms, data sets 
for the second time to check the FP-tree shape. After 
creating the tree, we need to examine the data set. Tree FP, 
all information contained in the data set to be included. 
Then all repeating patterns can be grown by a process of 
recursively obtained from any branch of the tree. 
FP-Streaming algorithms have been proposed by Giannella 
et al in 2004 [3] that it is a specific data stream mining 
algorithms. As previously described, the first stage of the 
FP-Streaming, called the FP-growth is a preMinsup 
explore the data available. The FP-growth algorithm finds 
all repeating patterns, the next step of the algorithm 
FP-Streaming, storage and maintenance of these patterns is 
a tree structure called FP-Streaming. The FP-Streaming, 
each track shows a repeating pattern. Each node in the 
FP-Streaming Schedule window contains slides that have 
multiple levels of confidence for each transaction 
category. Note that, FP-Streaming Algorithms for Data 
Mining data streams are clear. The problem comes when 
we want to process streaming data is uncertain and there 
are many challenges in this field. UF-Streaming 
algorithms have been proposed by Hao and Leung [14] the 
repetitive patterns from a population of uncertain data 
streams using the window slides explore the fixed size of 
the conventional. 

UF-Streaming algorithm first calls to repetitive 
patterns from among those available in the current 
transaction (using a minimum threshold of reliability). 
Repetitive pattern that is larger than the threshold value, 
assure safety is minimized. The UF-Streaming repetitive 
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patterns in the structure of a tree, assure the values stored 
in such a way that at each node, X is a list of values to be 
stored safely w. When a new stream is released, sliding 
windows and assure the values are pasted repeating 
patterns and amounts expected to ensure that the window 
is inserted through the newest trend, and they are 
exploring the oldest found in the window displays. This 
process is repeated for each class of flows. The reliability 
of each repeating pattern X, the sum of all values ensures 
that w (one for each category in the window slide) is 
calculated. ExpSup (X, Bi) the uncertainties related to X in 
the category Bi shows. Then, in a moment of T X amount 
of confidence in the slide window that contains w handle 

uncertain data the categories of  is 
calculated as follows: 

 
Window model slide 

The window slides into user needs the size of the 
sliding window and the window in a set period of time 
[15]. 

 

 
 

As seen in the figure, the vectors show the windows. 
Initially, the first piece covers the w window. When the 
next period is reached, the window slides up 2 sizes grow. 
Then, in the third period, the window slides up to A3 size 
grows to the maximum capacity of the slideshow window 
in the model. In the next window period, the amount of 
slip to the right, and the second fragment to fragment 4 
covers and a fragment from the right end to remove it (the 
oldest piece of data) to maintain the size of the window. 
The process is repeated sliding window is shown in Fig. 
Landmark Window Model 

Model window Landmark, the technique is not a 
fixed window size [16, 34-38,45]. From a given point in 
time begins and ends in the window size increases. Note 
that the fixed point is the end point moves with time. As 
shown in the figure, the left pane of the fragment 
Landmark begins. A window is a piece of data. In the next 
period, a Landmark endpoint window to move to the next 
piece of data, but the basic point remains constant. Over 
time, the size of the window increases Landmark and 
every piece of data is stored [46,47]. 

 

 
 

Window Model for Time Axis 
The model assumes that the window disappears 

when the data is more accessible than the old data 
[17,41-43]. The model for each fragment, the amount of 
weight it takes into account the weight is reduced with 
time. In other words, over time, to share a little older than 
the set of all data. How to process the data in a model 
when the window disappears. When the model reaches the 
next data block and the old data is less important, the 
window disappears when the right starts [44,51]. The 
starting point is always the leftmost side of the window 
when it starts to fade. It can be observed that, unlike the 
slide window, the window fades as time passes, the 
fragment does not delete. Also, unlike the window 
Landmark, the data do not consider the same for everyone. 
Remove old data so that users can focus on the data 
available. 

 

 
 

Conditional Limitations 
Terms of upper and lower boundaries of the areas of 

feature or review was considered. Minimum and 
maximum values for all attributes in all the relationships 
we choose the corresponding SQL commands. Thus, the 
normal SQL commands for character and numeric values 
for character sets in lexicographical order of the symbol 
character traits. Since the calculation of the overall cost 
calculation in a query may be O (n * m) is. Where n is the 
number of attributes in all tables in this complex and m is 
the maximum value of the tuple in the table. 
Dependence of the unit 

Principle of inclusion dependencies can be used to 
compute transitivity and implementation of all components 
in a specific order. 
Functional Dependencies 

Since functional dependencies related to database 
schema design is essential, the study is the application of 
significant importance. Fully functional dependence has 
been studied for decades. Functional dependency 
relationships between attributes of a relation are: 
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Functional dependence implies that the value of an 
attribute using the some other unique feature-set. Classical 
functional dependencies in the relational database schema 
design, normalization of relations, and in order to avoid 
redundancy and data anomalies blades are used. This class 
of dependencies, no resilience to exceptions and potential 
noise data whatsoever was considered. The approximate 
dependencies, those dependencies are others who do not 
hold the entire data set, resulting in noise and flexible 
exception. 
Approximate dependencies search algorithm 

Obtain a minimal set of all dependencies of a search 
algorithm, called AD-Miner use. For each attribute A of 
such a relation schema R, the dependence of the form to 
search for all possible combinations of features that are 
minimal or to the left to find the dependence. The search 
process for a fixed sequence of attributes (eg 
alphabetically) we consider. List of features that can be 
used for left-dependence, all attributes of R, other than the 
A. Left to find dependencies, each character in turn and 
the beginning of the end of the list are selected. For each 
attribute X is selected as a depth first search procedure to 
apply has a minimal set of features that include X, and the 
dependence of the degree of accuracy is acceptable [48]. 
Key features of AD-Miner algorithm 

This algorithm is the elasticity with respect to 
exceptions and noisy data and the accuracy of all the 
discovered dependencies are calculated. In addition, this 
algorithm is dependent on the position of each tuple that is 
not true dependence (index tuples in a relation) is also 
indicated. This feature is especially useful when you want 
to find exceptions and data in a data set to be 
incompatible. Another important feature of AD-Miner, an 
increase of it is considered [51]. 
Explore the repetitive patterns of the model window 
Landmark 

Landmark popup window size is not fixed model 
techniques. This model every piece of data from the 
beginning to the end of a given point of time when the 
current folder. Because the model considers all data 
equally, no data will be discarded. Also, the window size 
can be considered as additive. Proposed algorithm works 
as follows. 
Consider the uncertain stream of data 

And a user-specified minimum threshold to consider 
(minsup) is vital. LUF-Streaming algorithms proposed 
Landmark model in an environment with uncertain data 
for exploring repeating patterns of data flow is used (ie, 
the expected value is greater than or equal to the 
confidence threshold). The algorithm includes three main 
models: 
Explore the batch 
Explore the current 
Hersey Model 
Explore the batch 

This model of repetitive patterns in each batch of call 
flow UF-growth algorithm is explored. Data flows are not 
necessarily uniformly distributed. A unique pattern may be 
repeated later. Here, instead of using UF-growth algorithm 

with a confidence threshold minsup, the models 
UF-growth algorithm using a lower threshold preMinsup 
helps prevent shedding pattern. 

For this reason, sub-models, each repeating pattern X 
(ie X greater than or equal to the expected reliability 
preMinsup) in any class of uncertain data flows on it. The 
handle can make X amount to the sum of (most 
transactions on) product (probability independent item in 
the pattern of X) is calculated by the following equation 
can be expressed. [36] 

 
In this equation, w is the number of categories. 

Exploration model streaming 
Explore the repetitive patterns in the sub-model of 

the flow in a tree structure maintains the 
LUF-Streaming-called each node of the tree a template 
and contains information about the reliability of the 
current (from the beginning up to the present Landmark). 
Hersey Model 

Finally, when the user requests a search final results, 
the repetitive patterns of sub Hersey's definitely not a 
duplicate, the pruning. Note that the patterns are pruned to 
avoid the rapid exploration of the batch; repetitive patterns 
preMinsup finds a minor (ie, models with much greater 
certainty than the preMinsup that may be smaller than 
minsup). The repetitive pattern in the sub-LUF-Streaming 
maintenance and reliability expected values by exploring 
the model is updated. When a user requests a certain 
repetitive patterns Hersey model these patterns with much 
greater reliability equal to or less than minsup eliminates 
was for preMinsup [52,53]. 
Explore the repetitive patterns with a model-based 
window 

Model Window Landmark whole pieces of data with 
the same degree of care considered. However, in everyday 
applications, users are demanding more focus on current 
data (but do not want to lose the influence of old data). For 
example, in a supermarket dataset, where managers are 
now calling for a greater focus on the more popular 
products was important. At the same time, they will not 
completely discard the old sales data.  

To meet this vision, the window disappears when a 
method is correct. Here, we introduce our TUF-Streaming 
Algorithms Group (which consists of three algorithms) 
that uses time-fading window model. 

1) A simple algorithm called TUF-Streaming simple. 
2) Algorithm, with storage space that 

TUF-Streaming (space) is to reduce the amount of 
memory used. 

3) Algorithm with storage time of the 
TUF-Streaming (time) is the algorithm reduces the 
execution time. 
Simple algorithm: TUF-Streaming (Simplified) 

The first group of algorithms TUF-Streaming is 
simple. The main steps of the algorithm are described as 
follows. First, for each class of uncertain data streams, 
with preMinsup UF-growth algorithm, we used to have to 
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find repeating patterns (i.e. patterns with much greater 
confidence pre Minsup than one category). Then, 
repeating patterns to explore and make their expected 
values in a tree structure called the TUF-Streaming, save a 
tree where each node, corresponding to an X pattern to 
ensure it maintains a list of values. Note that the window 
disappears when not slide and can grow over time. 

Explore the accession process TUF-Streaming for 
each batch in the data stream is not repeated. By letting X 
amount of confidence in our views. Then, at time T, the 
value of the fade time can make X probe with a total 
maximum value of certain categories of X calculated (by 
the fade factor is established when called weight). 

 
Although simple TUF-Streaming finds all repeating 

patterns, it may be a large amount of memory is required. 
As a continuous data stream is infinite, make X amount of 
storage for each category of flows can be important. 
Because it can create a list (window) for each node is 
unlimited. A detailed analysis of this equation shows that 
the total of the amounts to make sure X is the weight of X 
in all categories. 

Unlike the slideshow window (which requires 
shedding old category), the elimination of the need for 
disposal or removal of those not older is important. 
Instead, a greater weight to those older than those in 
consideration was considered. As a specific example, for 
the Landmark, the algorithm weights the same for all 
categories (as they think they are old or new categories) 
accounted for. However, the algorithm is storage space 
under the TUF-Streaming (space) we introduce the need to 
maintain the sequence is detail for each category. Equation 
in a recursive function is expressed as follows: 

 
By doing this, the algorithm is only a single value (ie 

 instead of  infinite list of 
maintenance. 
Storage algorithms Time: TUF-Streaming (Time) 

TUF-Streaming (space) in the vast amount of space 
required to store an infinite list of values to ensure the 
reliability of each node in the TUF-Streaming decrease. 
However, the recursive formula shown in Equation 3.4, we 
see that the reliability of the pattern X to make X amount 
of time T directly depends on the time T-1. For this 
reason, TUF-Streaming (space) required to meet any node 
in the TUF-Streaming After exploring each category (even 
if the corresponding pattern on the handle, not repeated) In 
order to calculate the reliability for repetitive patterns. On 
one hand, it may incur long runtime; on the other hand, if 
you need to check the nodes in the same cluster, then the 
results are perhaps not accurate. 
Analytical Assessment 

The discovery of the dependence of the function, we 
assume that | R | = n The number of attributes in Asky may 
relation R, | r | = m the number of attributes of relation r 

(which has the structure R is), | fr | = f the number of 
attachments that are evaluated There, | LHS | maximum 
number of attributes attached to the left and | D | = d in the 
range attribute values are the average number of discrete 
values (ie, the number of members of the MB-Set on). The 
algorithm used to calculate the MB-Set the operation of 
the order of O (nm), and the set M to a dependence of 
order O (d | LHS |) is. Because each member of M, the 
number d logical AND operation must be performed, the 
complexity of computing the set F of order O (d | LHS | 
+1) and the total overall complexity of the algorithm is O 
(nm + fd | LHS | +1 high). 

The condition occurs when the left needs to develop 
any of the dependencies is not found, in other words the 
degree of accuracy of all attachments that include the first 
option on the left is acceptable. In this case 1 | LHS | and f 
n2 has the lowest mean value. Thus the overall complexity 
of the algorithm is at best of order O (nm + n2.d2). 

In this case, all dependencies should be left to 
develop enough left no option for adding to the left. Thus | 
LHS | n- 1 will be equal to the total number of attachments 
that are testing the entire search space (ie, 2 N 
dependence) is included. But in practice, this condition is 
extremely rare, especially in the case of real data. 

Then, five algorithms for the detection of repetitive 
patterns from uncertain data streams using the model 
window and the window disappears when we introduce 
Landmark. In this section, we explore a number of 
categories displays repetitive patterns [50]. Two 
algorithms are proposed to assess the amount of memory 
consumption and run it. 
The amount of memory used 

When using the Model window Landmark, 
LUF-Streaming algorithms for storing the LUF-Streaming 
expSup amount of information needed to store repetitive 
pattern. When using the fade time, the algorithm 
TUF-Streaming (simple) requires a lot of space between 
the proposed algorithm is 5 because it requires a certain 
amount of reserves in the TUF-Streaming (where w is the 
number of classes exploring the Show that). 

Instead, TUF-Streaming (space) requires a minimum 
amount of space because each node stores only a single 
value (ie a total amount of values), while TUF-Streaming 
(time) requires more space than the TUF-Streaming 
(space) is, for each node of the LV with the confidence to 
keep repeating pattern nicely (ie for a total amount of 
amount of amount of confidence + values). However, this 
method is limited (cf. an infinite list of values to ensure the 
TUF-Streaming (simple) for unlimited w). 

Moreover, the algorithm TUF-Streaming (when) a 
slight increase in the space normally reduce execution time 
was considered. In other words, TUF-Streaming as the 
TUF-Streaming (space) acts. The amount of memory used 
in the algorithm TUF-Streaming (with delay) will be equal 
to (the amount of memory the TUF-Streaming (space) 
uses) with buffering delay () for each node of the tree (for 
each pattern repeat) collects there. Next, ensure the + 
value for the total amount will be considered. TUF-Stream 
stored in the tree. 
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Runtime 

Then, as time runs out for the window Landmark, the 
algorithm needs to meet LUF-Streaming / update each 
node in the tree LUF-Stream for each category is given. 
However, we can raise the performance of the procedure 
so that only the tree nodes corresponding to the repeating 
patterns in the data stream or updated to meet the next. 

In window model, both TUF-Streaming (simple) and 
TUF-Streaming (space) required to meet at TUF-Stream is 
an update of a node corresponding pattern is repetitive, 
despite whether or not the node for Surround b for a total 
amount meets. Instead, TUF-Streaming (time) only the 
nodes corresponding to the repeating patterns in the data 
stream needed to meet the current node is met. 

Similarly, the theory is applied to the Landmark 
Model, except that they require much less runtime than the 
fade time and this is because the calculations easier. To 
simplify the calculation of the equation when it is easier to 
be sure (for Model Landmark), such expressions became 
simple. 
Assessment Tests 

In this section, we evaluate the proposed approach. 
Performance of the algorithms on two real datasets from 
the UCI database and evaluated. 

1) Data Collection Nursery 
2) Datasets Mushroom [37]. 
Stats dataset used is presented in Table 1. Table A. 
 

Number of 
tuples 

Number of 
properties 

Data 
Collection 

12960 9 Nursery 
8124 22 Mushroom 

 
Presented data sets with numerical attributes by 

incorporating their values are considered. Before starting 
the operation, the values of these attributes to partition the 
range into 5 equal parts were converted into discrete 
values. To equate the two algorithms, the threshold value 
of 1.0 is considered equal accuracy. Performance of the 
algorithm AD-Miner (which is more efficient than other 
methods explore dependencies) on a data set and obtains 
the results are shown in Table 2. 

 
AD_Miner (s) Datasets 
82 Nursery 
54 Mushroom 

 
AD-Miner algorithm is capable of exploring 

affiliation with any degree of accuracy is. Then, too, such 
as TUF-Streaming (delay) the process of TUF-Streaming 
(space) runs out, ie run time, based on the evaluation of 
the obtained results, and they are almost identical. 

This dataset, the dataset is known in the field of data 
mining. For datasets Nursery, we prepare two sets of data, 
(60-50) and (100-10). The numbers of data sets show the 
range of probability. For example, (60-50) in the data set 

means that the entire set of items (patterns), values 
between 0.5 and 0.6 have confidence. 

Similarly, (100-10) in the data set, this means that all 
patterns, confidence levels will be between 0.1 - 1. 
Nursery data set consists of 12,960 flows. Our streams are 
separated into 20 separate data sets (each set consists of 
648 streams). Mushroom data set for a total of 8124 
stream there. However, we divided the data into 20 sets of 
data-set (on average, each batch consisting of 406 current 
or transaction). For each data set described above, we will 
review all aspects of the proposed method. 1) Influence of 
categories on runtime and 2) the impact on runtime 
minsup threshold set by the user. Then, the algorithm with 
the best performance compared with algorithms for 
uncertain data streams, the UF-streaming select Explore. 
Assess the various categories of data 

Testing  1. the empirical evaluation, we run the 
algorithm with different number of categories on the 
Nursery dataset compared. Minsup threshold of 1.2 is 
considered at all stages of the algorithm. For a proper 
comparison, all algorithms are proposed for some of 
TUF-Streaming with a note. By doing so, the search 
results returned by the LUF-Streaming with whole 
algorithm are in TUF-Streaming. In Figure 1, the x-axis 
and y-axis of the handle run-time show is considered. 
Figure 1 shows the running time and the number of data 
sets increased. 

We observe that TUF-Streaming (simple) is the most 
time while both LUF-Streaming and TUF-Streaming 
(time) have the least amount of time. 

 

 
Figure 1 Evaluation of the various categories of the dataset 
Nursery (Experiment 1) 
 

Experiment 2 Figure 2 shows the evaluation results 
of the Mushroom dataset. In this part, the running time of 
the algorithm for different number of clusters are 
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compared. Again, the threshold value is equal to 1.2 for all 
algorithms we consider a TUF-Streaming equal. 
 

 
Figure 2 Evaluation of different categories of data on the 
number of datasets Mushroom (Experiment 2) 
 

The difference between the performances of all 
algorithms is much clearer when the test dataset 
Mushroom Nursery is compared to the data set. The reason 
for exploring the Mushroom result of the greater number 
of repeating patterns of gender concepts and Nursery 
search results that lead to a larger structure tree 
TUF-Streaming is a (or the LUF-Streaming). However, the 
efficiency of the tree update process is very impressive. 

 
Figure 3 Evaluation of the various categories of the dataset 
Nursery (Experiment 3) 
 

The whole TUF-Streaming (simplified) more time it 
takes. LUF-Streaming and TUF-Streaming (when) you 
have less time is considered. Both algorithms 
LUF-Streaming Experiment 3 and TUF-Streaming (time) 
show the best performance in terms of runtime. Same 
ways as for the previous experiments to compare these two 
algorithms with the existing algorithms were used. At first, 
we all algorithms for datasets Nursery (Figure 3) and the 

datasets Mushroom (Figure 4) to increase the number of 
batches run. 

Possible reason is that these algorithms are used for 
different models of windows and search results may vary. 
The result of this experiment, the algorithm used to 
implement the data show. This method is also applicable 
to the readers an idea about time in terms of (a) when 
compared to each other offers. 
 

 
Figure 4 Evaluation of different categories of data on the 
number of datasets Mushroom (Experiment 3) 
 
Evaluate different threshold 
 

 
Figure 5 shows the evaluation of the threshold dataset 
Nursery (Experiment 4) 
 

Experiment 4 In this experiment, all algorithms are 
presented for different threshold on both datasets Nursery 
(Figure 5) and the datasets Mushroom (Figure 6) are 
evaluated. In both figures, the x-axis and y-axis threshold 
increased running time. The number of data sets in each 
run of 10 put and again for a proper evaluation, the 
proposed values for all algorithms we consider a 
TUF-Streaming equal. We see the results of the 
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LUF-Streaming and TUF-Streaming (time) had the 
slowest time of the algorithms tested. 

Experiment 5 this experiment, run LUF-Streaming 
and TUF-Streaming (time) and UF-Streaming on the 
dataset Nursery (Figure 7) and the datasets Mushroom 
(Figure 8) with a threshold of comparison. Experiment 3 
because of that number returned by UF-Streaming 
repeating patterns of repetitive patterns returned by the 
algorithm is proposed. 

This is because the UF-Streaming Slideshow 
Windows uses to delete data. However, we observe that 
our algorithm runs only slightly slower than the 
UF-Streaming. 

 

 
Figure 6 shows the evaluation threshold of the datasets 
Mushroom (Experiment 4) 

 

 
Figure 7 Evaluation of the dataset threshold Nursery 
(Experiment 5) 

 
Figure 8 shows the evaluation threshold of the datasets 
Mushroom (Experiment 5) 
 
Conclusion: 

The results of our experiments on the data show that 
the most effective method of additive and non-AD Miner 
algorithm in the discovery of functional dependencies is 
more efficient. Another advantage of this method over 
other methods shows a dependency tuples that do not 
comply. 

This feature can be used to detect inconsistent data in 
a data set used. First, our evaluation focused on four 
algorithms that we have presented, the evaluation shows 
that among the four algorithms presented LUF-streaming 
algorithm that uses algorithms Landmark windows TUF- 
streaming (time) the window uses has the best 
performance. 

Then these two algorithms have the best 
performance, the UF-streaming algorithms, in that it uses 
the slide windows have evaluations show that the 
presented algorithm is only slightly slower than in the 
UF-streaming algorithms run and if that UF-streaming 
algorithm that uses a slide window and it means that the 
removal of older data uses. 

If the algorithms are presented using the techniques 
of a window, that window size increases the increases. 
This means that more information is available online from 
the data stream mining and users using older data and 
applies the data to their strategies. 
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