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Abstract: This paper explores signal response and methods for extracting the desired digital signal, from gas sensor 

arrays, while maintaining the shape and resolution of thatsignal. The choice of signal preprocessing is critical and can have 
a significant impact on the performance of subsequent modules in the pattern analysis system. A comparative evaluation 

of Baseline manipulation, Compression and Normalization techniques for removing noise from signals during the pre-

processing phase is provided. In E-Nose technology signal preprocessing is to extract relevant information from the sensor 
responses and prepare the data for multivariate pattern analysis. 
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I. Introduction 

The response of e-nose sensors to odorants is 
generally regarded as a first order time response. The first 

stage in odor analysis is to flush a reference gas through 
the sensor to obtain a baseline [1]. The sensor is exposed 

to the odorant, which causes changes in its output signal 
until the sensor reaches steady-state. The odorant is finally 

flushed out of the sensor using the reference gas and the 
sensor returns back to its baseline. The time during which 

the sensor is exposed to the odorant is referred to as the 
response time while the time it takes the sensor to return to 

its baseline resistance is called the recovery time [2]. 
The next stage in analyzing the odor is sensor 

response manipulation with respect to the baseline. This 
process compensates for noise, drift and also for inherently 

large or small signals (Pearce et al., 2003). The three most 
commonly used methods as defined by Pearce et al. (2003) 

are as follows. Typically, raw signals acquired from gas 
sensors are contaminated by noise and outliers and as a 

result the signal is occluded to a significant degree making 
accurate measurement of a sensor‟s response 

impossible[18]. 

Noise in sensor systems has several possible sources 
and is introduced at various stages in the measurement 

process. Several forms of noise, including thermal and 
shot noise, are irreducible because they are inherent to the 

underlying physics of the sensors or electronic 
components. Other forms of noise which could be avoided 

originate from processes, and include 1/f noise, 
transmission, and quantization noise[1]. 

Noise introduced in the early measurement stages is 
considered to be the most harmful as it propagates and can 

be amplified through subsequent stages in the signal 
pathway[2]. 

Several signal processing approaches have been 
investigated as an approach to reducing noise levels 

[3].However, these approaches are typically static or 
steady state approaches and therefore do not encompass 

the full temporal signal [4]. 

In this paper we report on an evaluation of methods 

for feature extraction and denoising the digital signal from 
gas sensor devices. 

Although signal preprocessing is somewhat 
dependent on the underlying sensor technology, three 

general stages can be identified: baseline manipulation, 
compression, and normalization. 

The e-nose system is designed so that the overall 
response pattern from the array is unique for a given odor 

in an family of odors to be considered by the system. 
 

 
Fig: 1 E-nose sensor response to an odorant 

 

The main objective of this work is to analyse and 
differentiate the various pre-processing of signal. Different 

type of pre-processing techniques are given, followed by 
the comparison among the methods to provide a 

comprehensive review. 
 

II. Literature Survey 
Enobong Bassey, Jacqueline Whalley and Philip 

Sallis in paper titled “An Evaluation of Smoothing Filters 
for Gas Sensor Signal Cleaning”[1] proposed the 

comparative evaluation of Savitzky–Golay smoothing, 
moving average, local regression and robust local 

regression filters for cleaning signals obtained from gas 
sensor devices during the pre-processing phase is 
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provided. It was found that the Savitzky–Golay smoothing 

filtering method provided the best approximation of the 
sensor response. 

In paper titled Stability Analysis of Metal Oxide Gas 
Sensors Using System Identification by Nimisha Dutta & 

et al.implementediterative prediction-error minimization 
(PEM) method an automatic pixel-based classification 

method for detecting unhealthy regions in leaf images. 
This proposed system is composed of state space model 

and calculating the transfer function. The model estimation 
is done by the system identification technique and the 

stable transfer function is determined based on the pole 
zero plot and the overshoot percentage.The work focuses 

on the derivation of various transfer functions under stable 
and unstable modes by PEM technique [2]. 

In [4], authors proposed three feature extraction 
methods of sensors, extraction from original response 

curves of sensors, curve fitting parameters and transform 
domains for pathogen detection based on electronic nose. 

By using the integrals, coefficients of exponential fitting 
with two parameters, hyperbolic tangent fitting, Fourier 

coefficient and Wavelet coefficient as features 100% 
identification accuracy was reached by using radical basis 

function neural network classifier[4]. 
In [5] “An Electronic Nose for Reliable 

Measurement and Correct Classification of 
Beverages“ proposed the discriminative ability of the E-

nose was evaluated using Principal Component Analysis 
and a Multi-Layer Perception Neural Network, with both 

methods showing good classification results. They have 

done relative baseline manipulation for sensor response. 
In [6], authors developed a Fast and accurate method 

for E-nose system. They have developed Normalization 
for pre-processing the sensor response. In that sensor auto 

scaling can be performed in order to improve the pattern 
analysis. The classifier relies on a multilayer neural 

network based on a back propagation algorithm with one 
hidden layer of four neurons and eight neurons at the input 

and five neurons at the output. 
Ricardo Gutierrez - Osunadescribes considerable 

number of methods from statistical pattern recognition, 
neural networks, chemo metrics, machine learning, and 

biological cybernetics has been used to process electronic 
nose data.The pre-processing is having three general steps 

can be identified as baseline manipulation, compression, 

and normalization was performed in this paper. Three 

baseline manipulation methods are commonly employed: 
difference, relative, and fractional can be used to eliminate 

drift from the sensor response [7]. 
Dongmin Guo and others has proposed, Baseline 

manipulation and normalization. Baseline manipulation is 
implemented for drift compensation, contrast 

enhancement, and scaling. Normalization is used to 
compensate for sample-to-sample variations caused by 

anolyte concentration. In this paper, we employed 
principal components analysis (PCA) to extract 

characteristic features of samples. Although the current 
pattern recognition method produced satisfactory results 

when they used integral data, it should still be possible to 
further improve the classification accuracy and speed by 

selecting proper features[8].  
 

III. Types of  Signal pre-Processing Techniques 
A. Baseline Manipulation 

The first stage of preprocessing consists of 
manipulating the sensor response with respect to its 

baseline (e.g., response to a reference analyte) for the 
purposes of drift compensation, contrast enhancement and 

scaling. Three baseline manipulation methods are 
commonly employed: difference, relative, and fractional. 

The difference method directly subtracts the baseline and 
can be used to eliminate additive drift from the sensor 

response. Relative manipulation, on the other hand, divides 
by the baseline, removing multiplicative drift, and 

generating a dimensionless response. Fractional 

manipulation, finally, subtracts and divides by the 
baseline, generating dimensionless and normalized 

responses [9,18]. 
Relative and fractional methods are useful to 

compensate temperature on the sensors, and the fractional 
method can linearize relationship between the resistance of 

the metal oxide sensor and the odor concentrations[4]. 
This method provides the good recognition results for the 

discrimination of several types of odors. Another method 
is log difference method. Log difference method is 

suitable when the variation of concentration of the odor-
producing material is very large because it is able to 

linearize the highly nonlinear relationship between the 
odor concentration and sensor output[,20,21]. 

 
 

The choice of baseline manipulation technique and 

the response parameter (e.g., resistance, conductance, 
frequency) is highly dependent on the sensor technology 

and the particular application. Fractional methods for 

MOS chemo resistors are also widely used. In the case of 
conducting polymerchemo resistors, fractional changes in 
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resistance are commonly employed, both in research 

prototypes and in commercial instruments. Differential 
measurements are also widely used for MOSFETs 

[16,17,18]. 
B. Compression 

The second stage in preprocessing is aimed at 
compressing the sensor-array response down to a few 

descriptors to form a feature vector or fingerprint. In most 
cases this is performed by extracting a single parameter 

(e.g., steady-state, final, or maximum response) from each 
sensor, disregarding the initial transient response, which 

may beaffected by the fluid dynamics of the odor delivery 
system[14]. However, with careful instrument design and 

sampling procedures, transient analysis cansignificantly 
improve the performance of gas sensor arrays: Improved 

selectivity: The dynamic response to an odor exposure 
(and the subsequentodor recovery) carries a wealth of 

odor-discriminatory information that cannot always be 
captured with a single parameter[15]. 

In some situations, transient parameters have also 
been reported to exhibit better repeatability than static 

descriptors. Therefore, sensor transients can be used as 
dynamic fingerprints to improves electivity by pattern-

recognition means[9,10,11]. Reduced acquisition time: 
The duration of the acquisition cycles can be significantly 

shortened if the initial sensor transients contain sufficient 
discriminatory information, avoiding the lengthy 

acquisition times required to reach steady state. As a 
consequence, the sensors also require less time to recover 

their baseline, aprocess that can be particularly slow when 

the target odors have high concentrations. Increased sensor 
lifetime. By reducing the duration of the odor pulse and, 

therefore minimizing irreversible binding, the lifetime of 
the sensors can also be increased[18,19]. 

Various compression algorithms can be employed to 
generate descriptive parameters from the sensors‟ transient 

response. The standard procedure is to select the steady-
state response of the sensor, but a number of compression 

algorithms have been proposed to extract additional 
information from the transient response, resulting in 

improved selectivity, reduced acquisition time, and 
increased sensor lifetime[15]. 

According to the procedure employed to generate the 
dynamic fingerprint, transient compression methods can 

be broadly grouped into three classes: Sub-sampling 
methods, Parameter-extraction methods and System-

identification methods[17]. 
Sub-sampling methods exploit dynamic information 

by sampling the sensor transient response (and/or its 
derivatives) at different times during the odor exposure 

and/or odor recovery phase. Parameter-extraction 
methods compress the transient response using a number 

of descriptors, such as rise times, maximum/minimum 
responsesand slopes, and curve integrals. System-

identificationmethods fit a theoretical model (e.g., 
multiexponential,auto-regressive) to the experimental 

transients and use the model parameters as features[18,19]. 
Exponential curve-fitting methods can result in 

nearly lossless compression of thesensor transients, but are 

computationally intensive[18]. For these reasons, 

subsamplingand parameter-extraction methods are more 
commonly employed. A final word of caution regarding 

the use of transient information: a large number of 
dynamicparameters will require an exponentially 

increasing number of training examples inorder to prevent 
the pattern recognition system from over-fitting the data. 

Alternatively, one may use resampling techniques (e.g., 
cross-validation, bootstrap) or regularization(e.g., 

shrinkage, weight decay) to control the complexity of the 
model[22-25]. 

C. Normalization 
Normalization constitutes the final stage of digital 

preprocessing prior to multivariatepattern analysis. 
Normalization techniques can be broadly grouped in two 

classes: local and global methods. Local methods operate 
across the sensor array on each individual “sniff” in order 

to compensate for sample-to-sample variations caused by 
analyte concentration and sensor drift, among 

others[13,14]. 
The most widely used local method is vector 

normalization in which the feature vector of each 
individual sniff is divided by its norm and, as a result, 

forced to lie on a hypersphereof unit radius is given by 

 

denotes the response of sensor „s‟ to the k-th 
sample in the database. vector normalization can therefore 

be used to compensate for sample-to-sample variations in 
concentration. In this context, vector normalization can be 

applied in situations when each odor has a unique 

concentration, but discrimination is to be performed on the 
basis of odor quality. Conversely, this method should not 

be used when the vector amplitude is known to carry 
relevant information[12]. 

Global methods, on the other hand, operate across 
the entire database for a single sensor (e.g., the complete 

history of each sensor), and are generally employed to 
compensate for differences in sensor scaling. Two global 

procedures are commonly employed in e-nose systems: (i) 
sensor autoscaling, in which the mean and standard 

deviation of each feature are set to zero and one, 
respectively, 

 
 
and (ii) sensor normalization,in which the range of 

values for each individual feature is setto [0,1] is given by, 
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Global methods are typically used to ensure that 

sensor magnitudes are comparable, preventing subsequent 
pattern-recognition procedures from being overwhelmed 

by sensors with arbitrarily large values. For instance, 
nearest-neighbors procedures are extremely sensitive to 

feature weighting, and multilayer perceptron‟s can saturate 
their sigmoidal activation functions for large inputs [20, 

22]. 
Sensor normalization makes full use of the input 

dynamic range but, it is very sensitive to outliers since the 
range is determined by data outliers. Auto scaling, on the 

other hand, cannot provide tight bounds for the input range 
but is robust to outliers. However, it must be noted that 

both techniques can amplify noise since all the sensors 
(particularly those which may not carry information) are 

weighted equally [24, 29]. 
Logarithm metrics have also been used to 

compensate for highly nonlinear concentration effects. It is 
also worth mentioning the Box-Cox transform, which 

could be employed to compensate for nonlinearities, as 
well as compress the dynamic range of the sensors. It must 

be noted that these global techniques can amplify noise 
since all the sensors (including those that may not carry 

information) are weighted equally. Finally, a logarithmic 
transform can also be used to increase the dynamic range 

of the system [30,31] 
 

Summary 
This paper has presented an overview of the most 

relevant approaches for signal preprocessing of a sensor 

response in e-nose system. In baseline manipulation, 
fractional method having better performance than other. 

Subsampling and parameter-extraction methods are more 
commonly employed. Sensorauto scaling can be used to 

normalize the sensor response and it is robust to outliers. 
 

Conclusion 
Although curve fitting method is having lossless 

compression, but it is computationally intensive. In 
baseline manipulation, Difference method only eliminates 

additive errors. Relative method cannot suitable for 
removing additive errors. Vector normalization method 

should not be used when the vector amplitude is known to 
carry relevant information. To conclude, we believe that 

the development of signal preprocessing techniques for an 
e-nose system make agrand challenge in future. 
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