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Abstract: In this paper we study the convex optimization problem with non linear programming. In this is a 
problem where all of the constraints are convex functions and the objective is a convex function if minimizing, or a 
concave function if maximizing.  
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Introduction 
 There is in general no analytical formula for 
the solution of convex optimization problems, but (as 
with linear programming problems) there are very 
effective methods for solving them. Convex 
optimization methods work very well in practice, and 
in some cases can be proved to solve the problem to a 
specified accuracy with a number of operations that 
does not exceed a polynomial of the problem 
dimensions. [1] 
We will see that interior-point methods can solve the 
problem in a number of steps or iterations that is 
almost always in the range between 10 and 100. 
Ignoring any structure in the problem (such as 
sparsity), each step requires on the order of  

max{n3, n2m, F} 
operations, where F is the cost of evaluating the first 
and second derivatives of the objective and constraint 
functions f0, . . . , f. 
 We cannot yet claim that solving general 
convex optimization problems is a mature technology, 
like solving least-squares or linear programming 
problems. Research on interior-point methods for 
general nonlinear convex optimization is still a very 
active research area, and no consensus has emerged 
yet as to what the best method or methods are. But it is 
reasonable to expect that solving general convex 
optimization problems will become a technology 
within a few years. And for some subclasses of convex 
optimization problems, for example second-order cone 
programming or geometric programming, it is fair to 
say that interior-point methods are approaching a 
technology. [1] 
Role of convex optimization in non convex 
problems 
 In this paper we can focus primarily on 
convex optimization problems, and applications that 
can be reduced to convex optimization problems. But 

convex optimization also plays an important role in 
problems that are not convex.[1] 
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Figure (a): Optimization Problem 
 

Convex heuristics algorithm for non convex 
optimization 
 Convex Optimization is a mathematically 
rigorous and well-studied field. In linear programming 
a whole host of tractable methods give your global 
optimums in lightning fast times. Quadratic 
programming is almost as easy, and there's a good deal 
of semi-definite, second-order cone and even integer 
programming methods that can do quite well on a lot 
of problems. 

Non-convex optimization (and particularly 
weird formulations of certain integer programming 
and combinatorial optimization problems), however, 
are generally heuristics like "ant colony optimization". 
Essentially all generalizable non-convex optimization 
algorithms I've come across are some (often clever, 
but still) combination of gradient descent and genetic 
algorithms. [2] 
Nonlinear optimization 
 Nonlinear optimization (or nonlinear 
programming) is the term used to describe an 
optimization problem when the objective or constraint 
functions are not linear, but not known to be convex. 
Sadly, there are no effective methods for solving the 
general nonlinear programming problem. Even simple 
looking problems with as few as ten variables can be 
extremely challenging, [3] while problems with a few 
hundreds of variables can be intractable. Methods for 
the general nonlinear programming problem therefore 
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take several different approaches, each of which 
involves some compromise. [6] 
Consider the following non-linear programming 
problem  
(P) Minimize f(x) 

subject to 

jg (x) 0, j 1, 2, ..., m x X  

 

where f and jg , j = 1, 2, …, m are real valued 

functions defined on 
nX R . Let 

 0 jX x X| g (x) 0, j 1, 2, ..., m     denote 

the set of feasible solutions, which is also called the 
constraint set. 
 Since 1951, there has been tremendous 
growth in the field of non-linear programming 
problems. There is no single method which gives 
accurate solution of a non-linear programming 
problem. Some of the well known algorithms used in 
such situations are Golden section method, Fibonacci 
search method and conjugate gradient method 
discussed by Avriel [7]. Many of the non-linear 
programming problems have been successfully studied 
by linearizing the function and finding solutions to the 
corresponding linear programming problems. 
LOCAL vs. GLOBAL OPTIMUM 
 The fastest optimization algorithms seek only 
a local solution, a point at which the objective function 
is smaller than at all other feasible points in its 
vicinity. They do not always find the best of all such 
minima, that is, the global solution. Global solutions 
are necessary (or at least highly desirable) in some 
applications, but they are usually difficult to identify 
and even more difficult to locate. An important special 
case is convex programming, in which all local 
solutions are also global solutions. Linear 
programming problems fall in the category of convex 
programming. However, general nonlinear problems, 
both constrained and unconstrained, may possess local 
solutions that are not global solutions. Geometrically, 
nonlinear programs can behave much differently from 
linear programs, even for problems with linear 
constraints. As shows, the optimal solution can occur: 
a) At an interior point of the feasible region; 
b) On the boundary of the feasible region, which is not 
an extreme point; or 
c) At an extreme point of the feasible region. 
As a consequence, procedures, such as the simplex 
method, that search only extreme points may not 
determine an optimal solution. 
Conclusion 

 In this paper we can study the role of convex 
programming is the non linear Optimization problem. 
And it can view the different type of problem in 
different method and here we can solve the convex 
optimization method. And in this paper we can see the 
non linear programming problem can solve with 
convex heristic optimization method and solve the 
problems. 
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