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**Abstract:** This research aims to study the most important factors affecting the Egyptian agricultural production for the period 1982-2018 through the use of traditional and modern approaches. To achieve the objectives of the study the method of multiple regression analysis has been used in the traditional way, and the use of econometric analysis by estimating the cointegration model in the modern way. The research considers the variables affecting the agricultural production; crop area, labor, agricultural investments and agricultural exports and imports. The study indicates that, in the absence of stationarity in time series, the regression obtained between the variables of the time series to estimate the most important factors affecting the value of the Egyptian agricultural production in the multiple regression (traditional) method was spurious regression. The study also confirms that there is a long-run equilibrium relationship between the Egyptian agriculture production and the independent variables of the study. The pace of adjustment in the short run to achieve long-run equilibrium is 50.64% per year which means that agricultural production requires about 2 years for absorbing the changes. It confirms that there is a long-run causal relationship between the independent variables and the dependent variable in its logarithmic form.
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**1. Introduction:**

Agriculture has great influence and importance in the Egyptian economy. Although the agricultural areas are small in proportion to the size of the country, the agricultural sector contributes about 5.68 % of total Egypt exports in which an important part of foreign exchange is provided. This includes both the value of agricultural, animal and fish production. The value of agricultural production contributes the largest share followed by the value of animal and fish production. Egyptian agricultural production is one of the most important pillars of economic development in Egypt. It relies on this production to achieve high levels of economic and social welfare; it contributes about 15.92% of Egypt GDP as an average for the period (1982-2018), which is still modest compared to the economically developed countries (8) (22) (24).

**Research Problem: -**

Despite the increase of agricultural production value from about 10.89 billion pounds in 1982 to about 498.1 billion pounds in 2018, it doesn't not commensurate with its leading role in the development process, especially Egypt is currently in the stage of economic re-construction, which negatively affects the agricultural sector and the lack of optimal exploitation of resources due to its limitation on one hand and increasing population on the other. This requires examining the most important factors affecting agricultural production.

**Research Objectives:**

The research aims to study the most important factors affecting the Egyptian agricultural production for the period 1982-2018 by using two approaches:

1 – Traditional approach, using multiple regression method.

2 - Modern approach, through which methods of analysis of time series are applied to determine their stationary and cointegration using the vector error correction model, VECM to reach the long-run equilibrium relationship between Egyptian agricultural production and the factors affecting it.

**2. Methodology:**

Multiple regression model analysis (traditional model) has been used; and the econometric analysis method was employed to analyze the time series to reach its stationarity; building the cointegration model, determining the Lag periods of the model, the error correction vector, finding the causality test, diagnosing the model, examining the standard problems, conducting and analyzing the components of the variance of the model, and finally doing the shock test

to find out the most important factors that production value relies on in the modern method.

**First: Stationarity analysis of time series:**

The regression theory that uses time series is often non-stationary, resulting in a spurious regression. Among the initial indicators indicated by the high R2 and the increase of the statistical significance of the parameters of the estimated function (t) and (f) significantly with an autocorrelation. This is because time series often has a general trend that reflects certain conditions that affect all variables, making them change in the same direction, although there is no real relationship between them (2).

Stationarity is therefore a prerequisite for time series to obtain sound and logical estimates therefore, certain time series characteristics must be available in order to be stationary, which can be illustrated as follows:

(A) The stationarity of mean values over time

(B) The stationarity of variance over time

(C) The Covariance between any two values of the same variable should be based on the time gap (K) and not on the actual value of the time calculated for the variance.

Whereas: the mean, variance and coefficient of variance (1)

One of the most important methods used in the processing of data that suffer from non-stationarity i.e. the presence of the Unit Root is the Augmented Dickey - Fuller (ADF) test which is based mainly on:

1- Estimating the following models:

(None Trent and Intercept) Model l:

(Intercept) Model ll:

(Trent and Intercept) Model ll1:

Where represents the Intercept, the time trend and is calculated as follows:

Represents the greatest Lag Length, which can be determined based on the following formula:

2- N Sample size

3- α Sample level

Under the assumptions:

If ρ is significant and less than one, we accept the substitute assumption with no Unit Root, i.e. the variable is Stationary (3).

Added to the previous test, Phillips Peron (PP), is a non-parameter test that takes into account the conditional test of errors, which based on the same limited distributions of the Dickey Fuller-Extended test. PP test is estimated by the following equation:

It uses the same critical values as the ADF test. (5)

**Second: Cointegration test:**

The technique of cointegration was developed by Anger-Granger in 1983 and was based on stationary time series but this technique is based on nonstationarity, but stationary time series within its linear structure.

If there are two non-stationary series, it is not necessary to use them in estimating a relationship to obtain a Spurious Regression if they have the cointegration. If we have a variable that is stationary in its original form, i.e. before making modifications, it is said to be a zero-degree cointegration and Written in the following form:

If this variable is nonstationary in its original form, but get stationary after taking the first differences that is

it is said on this variable that it is first-class integrated and written in the following form:

In general, if the time series of a variable becomes stationary after obtaining a number of differences equals d, it is said that the sequence is d-level integrated and written in the following image:

There are some features related to the integration of the time series, if there are two variables and the order of each is as follows:

The series referring to their group are integrated at the first level

On this basis, cointegration can be defined as being associated with two or more time-series so that fluctuations in one can lead to the cancellation of fluctuations in the other in such a way that the ratio between their values is fixed over time, and this may mean that time series data may be nonstationary if taken separately but as a stationary group and therefore reflect a long-run equilibrium relationship (17).

There are many ways to estimate cointegration, but in particular, the Johansson Juselius method, which is based on two tests:

**Trace Test:**

The assumption that there are at most q of the integrations vectors is tested versus the unbound generic model r=q and the statistic of the probability of this test is calculated from the following relationship:

Where T is the sample size, r is the number of vectors of coinegration, λ smaller subjective vector values p-r. The null hypothesis states that there are a number of cointegration vectors equal to at most r, i.e. that the number of such vectors is less than or equals r.

**Max-Eigen Statistic Test:**

This was calculated by statistics according to the following relationship:

The null hypothesis test, which states that r is a cointegration vector versus an alternative hypothesis that states that r+1 of cointegration vectors; if the calculated value of the LR range exceeds the critical value at a certain significant level, we reject the null hypothesis that there is no cointegration vector and, if less, we cannot reject the null hypothesis of at least one cointegration vector (3).

**Data sources:**

The study relied on secondary data from published and unpublished government agencies, such as the Annual Statistical Book issued by the Central Agency for Public Mobilization and Statistics, the Ministry of Economic Development and the Economic Bulletin of the National Bank in the period (1982-2018).

**Descriptive Statistics of Study Variables:**

Reviewing the data of Table (1), it is noted that most of the values had a decline except the variables of agricultural labor and agricultural imports in 2012 and this is due to the outbreak of the Arab Spring Revolution in Egypt January 25, 2011. It shows also the fluctuation in the data of the study variables, which led to nonstationarity where it turns out that there is a positive Skewness of all the study variables except the crop area with negative Skewness, It is also evident that the Kurtosis coefficient of Egyptian agricultural exports is symmetric with a value of about 3.05; while it was tapered for both agricultural production, agricultural investments and agricultural imports amounting about 5.55, 5.38 and 6.16, respectively, while the area of crop and agricultural labor was kurtosis where the kurtosis coefficient of about 2.20, 2.41, respectively.

**Table (1): Statistical Parameters of the Study Variables**.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Variables** | [**Unit**](https://context.reverso.net/translation/english-arabic/Unit%2Bof%2Bmeasure)  | **Mean** | **Median** | **Std. Dev.** | **Skewness** | **Kurtosis** | **Max.** | **Min.** |
| **Value of agricultural Production (AP)** | **(LE billion)** | 99.29065 | 52.845 | 118.4002 | 1.745483 | 5.545808 | 498.098 | 4.54 |
| **Crop area (A)** | **(thousand acres)** | 14164.51 | 14474 | 1565.374 | -0.70266 | 2.200009 | 15919 | 11127 |
| **Agricultural labor (AL)** | **(million workers)** | 5.194892 | 5.069 | 0.699208 | 0.712558 | 2.411648 | 6.69 | 4.296 |
| **Agricultural Investments (AIn)** | **( LE billion)** | 6.417216 | 6.743 | 5.293806 | 1.360093 | 5.384069 | 24.699 | 0.393 |
| **Agricultural Exports (AEx)** | **(LE billion)** | 11.17632 | 1.483 | 15.6743 | 1.227009 | 3.05676 | 49.89 | 0.157 |
| **Agricultural Imports (AIm)** | **(LE billion)** | 41.11489 | 13.166 | 57.77757 | 1.931176 | 6.163467 | 241.954 | 1.848 |

**Source of date:**

(1) Ministry of Economic Development, Economic and Social Development Plan, Volumes1982-2018.

(2) General Mobilization and Statistics Organization, Statistical Yearbook of the Arab Republic of Egypt, Volumes1982-2018.

(3) National Bank, Research Department, Economic Bulletin, Volumes1982-2018.

**First, Traditional Method:**

The most important factors affecting agricultural production was estimated by multiple regression where the Agricultural Production Logarithm represents the dependent variable (LnAP), and the explanatory variables represented in the Logarithm of the crop Area (LnA), Logarithm of Agricultural Labor (LnAL), Logarithm of Agricultural Investments (LnAIn), Logarithm of Agricultural Exports (LnAEx), and Logarithm of Agricultural Imports (LnAim). The results of the estimation can be found in the absence of stationarity in time series, the regression we get between time series variables is often Spurious Regression. One of the preliminary indications is the increase of value of R2which reached about 0.96, the statistical significance of F increased to about 135.35, Autocorrelation with DW is less than 0.86. The model also suffers from the problem of Multicollinearity and is detected by applying the correlation matrix as seen from Table (2) which shows that there is a strong correlation between the independent variables on one hand and the irrelevance of the parameters in the estimated model on the other hand. Using the Breusch-Pagan- Godfrey test, Hetroskedasticity problem between the variables of the study was detected, where at a probability level of less than 5% accept the null hypothesis and acknowledge the existence of the problem of heterogeneity. The results of the analysis show that the value Obs\*R-squared is about 20,437 and its significance is 0.001, which is less than the probability level of 5% which means accepting the null hypothesis.

It is also clear from the economic criterion that the constant coefficient sign is negative and does not conform with the economic theory which means that the value of agricultural output when the value of independent variables is constant; Moreover, some parameters is inconsistent with the economic logic, since the parameter of agricultural imports has positive sign. This is because data series often has a general trend that reflects certain conditions that affect all variables and makes them change in the same direction, although there is no real relationship between agricultural production and the factors affecting it as evident from the following estimation equation:

LnAP=

-6.42+0.479LnA+2.89LnAL+0.198LnAIn+

(-0,298) (0.223) (1.846) (0.969)

0.197LnAEx +0.184LnAIm

(0.854) (0.628)

R2=0.96 R-2=0.95

F =135.35\*\* DW=0.86

Therefore, the analysis of cointegration test by focusing on the behavior of residuals in this model enables us to overcome such problem and can thus develop a long-run equilibrium relationship between the variables and this is dealt with by this research.

**Table (2): correlation matrix between each study pair.**

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Variables** | **Statement** | **LnA**  | **LnAEx**  | **LnAIm** | **LnAIn**  | **LnAL**  | **LnAP** |
| **LnA**  | Corr. | 1 |  |  |  |  |   |
| Prob. | -----  |  |  |  |  |   |
| **LnAEx**  | Corr. | 0.906924 | 1 |  |  |  |   |
| Prob. | 0 | -----  |  |  |  |   |
| **LnAIm**  | Corr. | 0.89563 | 0.984607 | 1 |  |  |   |
| Prob. | 0 | 0 | -----  |  |  |   |
| **LnAIn** | Corr. | 0.943999 | 0.850571 | 0.882434 | 1 |  |   |
| Prob. | 0 | 0 | 0 | -----  |  |   |
| **LnAL**  | Corr. | 0.845628 | 0.955843 | 0.967855 | 0.846347 | 1 |   |
| Prob. | 0 | 0 | 0 | 0 | -----  |   |
| **LnAP** | Corr. | 0.904748 | 0.962785 | 0.969968 | 0.892945 | 0.9562 | 1 |
| Prob. | 0 | 0 | 0 | 0 | 0 | -----  |

**Source:** Compiled and calculated from the data in Table (1).

**Table (3): Unit root test results using the Augmented Dickey- Fuller Extended (ADF) and Phillips Peron (PP) tests for the study variables at the level during the study period (1982-2018).**

|  |  |
| --- | --- |
| **Variable** | **ADF test at level** |
| **Trent and Intercept** | **Intercept** | **None Trent and Intercept** |
| **t-Stati.** | **Prob.** | **t-Stati.** | **Prob.** | **t-Stati.** | **Prob.** |
| **LnAP** | -3.74 | 0.03 | 0.35 | 0.98 | 2.71 | 1 |
| **LnA** | -1.3 | 0.87 | -2.02 | 0.28 | 2.92 | 1 |
| **LnAL** | -2.45 | 0.35 | 0.09 | 0.96 | 2.96 | 1 |
| **LnAIn** | -1.74 | 0.71 | -1.17 | 0.68 | 1.47 | 0.96 |
| **LnAEx** | -2.29 | 0.43 | -0.3 | 0.92 | 1.32 | 0.95 |
| **LnAIm** | -2.3 | 0.42 | 0.04 | 0.96 | 3.42 | 1 |
| **PP test at level** |
| **LnAP** | -3.67191 | 0.0375 | 0.830122 | 0.9932 | 3.814173 | 0.9999 |
| **LnA** | -0.99 | 0.93 | -3.44 | 0.02 | 2.93 | 1 |
| **LnAL** | -2.27 | 0.44 | 0.52 | 0.99 | 4.26 | 1 |
| **LnAIn** | -1.73 | 0.72 | -1.17 | 0.68 | 1.05 | 0.92 |
| **LnAEx** | -2.1 | 0.53 | -0.33 | 0.91 | 0.6 | 0.84 |
| **LnAIm** | -2.29 | 0.43 | 0.2 | 0.97 | 3.83 | 1 |
| **Critical value of the level of sign. at 1%** | -4.23 | -3.63 | -2.63 |
| **Critical value of the level of sign. at 5%** | -3.54 | -2.95 | -1.95 |
| **Critical value of the level of sign. at 10%** | 3.20 | -2.61 | -1.61 |

**Source:** - Prepared by the researcher based on the output of Eviews program.

**Second: Modern Method**

This was estimated using the Cointegration Model and the Vector Error Correction Model and achieved through the following steps:

**1- Unit Root Test:**

Data from Table (3) and from Figure (1) show that all of time series are nonstationary at the level, that is, there is a problem of Unit Root (The absolute value of T is less than its tabular value), while the chains became Stationary after the first difference and was found integrated of first class 1~(I) either at Trent and Intercept, Intercept, or None Trent and Intercept and this is done using the Augmented Dickey Fuller (ADF) and Phillips.

**Table (4): Unit Root test results using the Augmented Dickey Fuller Extended ADF and PhillipsPeronPP tests for the study variables at the first difference during the study period (1982-2018).**

|  |  |
| --- | --- |
| **Variable** | **ADF test at 1St difference**  |
| **Trent and Intercept** | **Intercept** |  **None Trent and Intercept** |
| **t-Stati.** | **Prob.** | **t-Stati.** | **Prob.** | **t-Stati.** | **Prob.** |
| **LnAP** | -7.73 | 0 | -7.54 | 0 | -6.11 | 0 |
| **LnA** | -6.42 | 0 | -5.83 | 0 | -4.76 | 0 |
| **LnAL** | -8.25 | 0 | -8.14 | 0 | -6.33 | 0 |
| **LnAIn** | -6.92 | 0 | -6.82 | 0 | -2.8 | 0.01 |
| **LnAEx** | -4.85 | 0 | -4.93 | 0 | -3.8 | 0 |
| **LnAIm** | -6.99 | 0 | -7.12 | 0 | -4.77 | 0 |
| **PP test at 1 St difference**  |
| **LnAP****LnAP** | -7.78 | 0 | -7.56 | 0 | -6.21 | 0 |
| **LnA** | -12.43 | 0 | -5.83 | 0 | -4.84 | 0 |
| **LnAL** | -10.64 | 0 | -8.36 | 0 | -6.37 | 0 |
| **LnAIn** | -6.84 | 0 | -6.74 | 0 | -5.67 | 0 |
| **LnAEx** | -4.8 | 0 | -4.89 | 0 | -3.76 | 0 |
| **LnAIm** | -7 | 0 | -7.13 | 0 | -5.06 | 0 |
| **Critical value of the level of sign. at 1%** | -4.23 | -3.63 | -2.63 |
| **Critical value of the level of sign. at 5%** | -3.54 | -2.95 | -1.95 |
| **Critical value of the level of sign. at 10%** | 3.20 | -2.61 | -1.61 |

**Source:** - Prepared by the researcher based on the output of Eviews program.

Peron (PP) tests, i.e. it is a first class integrated, as shown in the data of Table (4) above and the illustration in Figure (1).

|  |  |
| --- | --- |
| Autocorrelation and partial correlation of time series before Their Stationary | Autocorrelation and partial correlation of time series After Their Stationary |
|  | yy عند الفرق الاول |
| LnAP)) | D (LnAP) |
| x1 | x1 الفرق الاول |
| LnA)) | D (LnA)  |
| x2 | x2  الفرق الاول |
| (LnAL) | D (LnAL) |
| x3 | x3  الفرق الاول |
| (LnAIn) | D (LnAIn)  |
| x4 | x4  الفرق الاول |
| (LnAEx) | D (LnAEx)  |
| x5 | x5  الفرق الاول |
| (LnAIm) | D (LnAIm)  |
| Time series curves before Their **Stationary** | Time series curves after Their **Stationary** |
| (LnAP) | D (LnAP) |
| (LnA) | D (LnA) |
| (LnAL) | D (LnAL) |
| (LnAIn) | D (LnAIn) |
| (LnAEx) | D (LnAEx) |
| (LnAIm) | D (LnAIm) |

**Figure (1): Functions of variables before and after Their Stationary during the study period**

**Table (5): The Johansson test for the cointegration of the logarithmic formula using the MacKinnon test on the linear image at the Intercept (no trend) in CE and test VAR of the study variables.**

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Coint.** | **H0** |  **Trace Statistic**  | **Critical Value** | **Prob.\*\*** | **Coint.** |  **Max-Eigen Statistic** | **Critical Value** | **Prob.\*\*** |
| **None \*** | r=0 | 130.2229 | 95.75366 | 0 | **None \*** | 49.74293 | 40.0776 | 0.0031 |
| **At most 1 \*** | r≤1 | 80.48 | 69.81889 | 0.0055 | **At most 1 \*** | 34.1426 | 33.8769 | 0.0465 |
| At most 2 | r≤2 | 46.33741 | 47.85613 | 0.069 | At most 2 | 25.8517 | 27.5843 | 0.0819 |
| At most 3 | r≤3 | 20.48571 | 29.79707 | 0.3905 | At most 3 | 13.08448 | 21.1316 | 0.4445 |
| At most 4 | r≤4 | 7.401233 | 15.49471 | 0.5315 | At most 4 | 7.349169 | 14.2646 | 0.4487 |
| At most 5 | r≤5 | 0.052063 | 3.841466 | 0.8195 | At most 5 | 0.052063 | 3.84147 | 0.8195 |
| Trace, Max-Eigen test indicates 2 cointegrating eqn (s) at the 0.05 level |
|  \* denotes rejection of the hypothesis at the 0.05 level |
| \*\*MacKinnon-Haug-Michelis (1999) p-values |

**Source:** - Prepared by the researcher based on the output of the program Eviews

**2- Cointegration test:**

It is clear from the data in table (5), the existence of a synchronous integration relationship between the variables of the study. It is also noted that the number of concurrent integration vectors is r = 1 at the 5% level of significance; this explains the synchronization of agricultural production and other variables, i.e. there is a static linear combination between agricultural production and other explanatory variables.

**3- Lag Length test:**

It is clear from Table (6) that the results of the Lag Length test showed the selection of two Lags periods based on criteria (AIC, FPE, LR), while standard ( HQ, SC) showed choosing one Lagperiod. In our study, two Lags periods was chosen, which correspond to the smallest value on each test to test the Vector Error correction Model, VECM|.

**4-Vector Error Correction Model, VECM**

After the variables are subjected to Unit Root and co-integration testing, VECM can be appreciated which is a restricted Auto-regression model by adding the equilibrium error to the equations of the model; This is called the VECM where the following conditions are met:

-All variables are non-Stationary at the level, and all variables become Stationary after applying the differences at the same degree of difference.

-The existence of at least one vector of co-integration between variables.

**Table (6) test for Lags periods of the model.**

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Lag | LogL | LR | FPE | AIC | SC | HQ |
| 0 | 64.3342 | NA  | 1.44E-09 | -3.333383 | -3.066752 | -3.241342 |
| 1 | 230.5653 | 265.9698 | 8.71E-13 | -10.77516 |  **-8.908743\*** |  **-10.13087\*** |
| 2 | 275.1874 |  **56.09632\*** |  **6.44e-13\*** |  **-11.26785\*** | -7.801647 | -10.07132 |
|  \* indicates lag order selected by the criterion |  |  |  |
|  LR: sequential modified LR test statistic (each test at 5% level) |  |  |
|  FPE: Final prediction error |  |  |  |  |
|  AIC: Akaike information criterion |  |  |  |  |
|  SC: Schwarz information criterion |  |  |  |  |
|  HQ: Hannan-Quinn information criterion |  |  |  |

 **Source:**- Prepared by the researcher based on the output of the Eviews program.

**Estimation of the catalog VECM model:**

D (LnAP) = C (1) \* (LnAP (-1) + 3.47103197254 \*LnA (-1) + 1.01514412338 \* LnAL (-1) -1.0771012675 \* LnAIn (-1) -1.52859551363 \* LnAEx (-1) + 1.3098422246 \* LnAIm (-1) – 39.2256185632 + C (2) \* D (LnAP (-1)) + C (3) \* D (LnAP (-2)) + C (4) \* D (LnA (-1)) + C (5) \* D (LnA (-2)) + C (6) \* D (LnAL (-1)) + C (7) \* D (LnAL (-2)) + C (8) \* D (LnAIn (-1)) + C (9) \* D (LnAIn (-2)) + C (10) \* D (LnAEx (-1)) + C (11)\* D (LnAEx (-2)) + C (12) \*D (LnAIm (-1)) + C (13)\*D (LnAIm (-2)) + C (14)

**whereas:**

* C (1): Error correction limit, which refers to the amount of adjustment required in the short term to make equilibrium the relationship between variables in the long term, and is required to be negative and significant to be a causal relationship in the long term, moving from independent variables to the dependent variable.
* C (2), C (3): The first difference coefficient of the value of the (LnAP) in the logarithmic formula at a Lags period equal to 1,2.
* C (4), C (5): The first difference coefficient of the (LnA) in logarithmic formula at an equal delay1,2.
* C (6), C (7): The first difference coefficient of the (LnAL) in the logarithmic formula at a Lags period equal to 1, 2.
* C (8), C (9): The first difference Coefficient of for the (LnAIn) in the logarithmic formula at a Lags period of 1,2.
* C (10), (11): The first difference coefficient of the (LnAEx) in logarithmic formula at a slowing period equal to 1, 2.
* C (12), C (13): The first difference coefficient of the (LNAIM) in logarithmic form at a Lags period equal to 1, 2.
* C (14) Constant.

The results of the estimation shown in Table (7) indicate that 42.67% of the changes in the dependent variable (LnAP) interpreted by the independent variables (LnA, LnAL, LnIn, LnAEx, LnAIm) listed in the model. The value of C (1) indicates that the short-run adjustment speed is 50.64% over a period of one year, which leads to equilibrium in the relationship between the variables of the study in the long-run. This means that the value of Egyptian agricultural production needs approximately 1.97 years to absorb the full shock or changes in the independent variables that affect the value of Egyptian agricultural production. The LnA coefficient was a one-year Lag with a positive and significant sign at the level of 5% reaching 6.17. This is not consistent with the economic theory. For the coefficient of (LnAEx) by Lags one or two years, it was negative and significant at the level of 5%, which indicates the direct relationship between (LnAEx) and (LnAP), which is in line with economic logic reaching a value of about -0.52 and -0.42, with a Lag period of one and two years respectively, As for the change in the coefficient of (LnAIm) and a one year Lag, an inverse relationship has emerged, with a value of 0.54 and significant at the level of 5%, which is consistent with the economic logic.

**5- Model causality test:**

Granger Causality Test is used to determine the direction of causality between variables. Since all variables are Stationary at the same degree of difference, the direction of causality is determined using VECM.

The long-run and short-run causal relationship is estimated as follows:

**A- Long-run causal relationship:**

Causality in the long- run is determined by two conditions:

- The significance of the (t) statistic for the error correction factor (λ) where the significance is achieved if the calculated (t) statistic is greater than its tabular value.

by which any disruption is corrected in the short -If the error correction factor coefficient c (1) is negative and significant, it shows the mechanism run, to reach the long-run equilibrium position among the dependent variables and the rest of the other variables.

By fulfilling these two conditions, we can say that there is a long-run causal relationship that is driven by the independent variables included in the model towards the dependent variable in their logarithmic form and this is illustrated by the previous table.

**Table (7): Estimation of the equation of the error correction model in the short run for the value of the Egyptian agricultural production during the study period.**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Vari.** | **Coefficient** | **Std. Error** | **t-Statistic** | **Prob.**  |
| C (1) | -0.50645 | 0.103501 | -4.8932 | **0.0001** |
| C (2) | -0.37422 | 0.147554 | -2.53617 | **0.0197** |
| C (3) | -0.43368 | 0.162593 | -2.6673 | **0.0148** |
| C (4) | 6.170078 | 2.327873 | 2.650522 | **0.0153** |
| C (5) | 2.486749 | 1.93487 | 1.285228 | 0.2134 |
| C (6) | -1.68753 | 1.639006 | -1.0296 | **0.3155** |
| C (7) | -2.48505 | 1.584611 | -1.56824 | **0.1325** |
| C (8) | -0.04871 | 0.165958 | -0.29349 | 0.7722 |
| C (9) | 0.157736 | 0.172615 | 0.913798 | 0.3717 |
| C (10) | -0.52059 | 0.212936 | -2.44484 | **0.0239** |
| C (11) | -0.42158 | 0.203011 | -2.07664 | **0.0509** |
| C (12) | 0.544108 | 0.225615 | 2.411663 | **0.0256** |
| C (13) | 0.435701 | 0.250072 | 1.742304 | 0.0968 |
| C (14) | 0.162724 | 0.074 | 2.198982 | 0.0398 |
| **F-statistic** | **2.889868** | **0.016153** |
| **R-squared** | **0.652586** |
| **Adjusted R-squared** | **0.426768** |
|  **Durbin-Watson**  | **1.880381** |

 **Source:** - Prepared by the researcher based on the output of the Eviews program.

**B-Causal relationship in the short term:**

To find a short-run causal relationship between independent variables and the needed dependent variable parameters, Wald-Test is needed for each of the independent variables C (4), C (5), C (6), C (7), C (8), C (9), C (10), C (11), C (12), and C (13) where we reject the null hypothesis that there is no causal relationship going from the dependent variable to the independent variable if the test results are statistic (F) Chi-square Significant at 5% level; Thus we accept the substitute hypothesis and vice versa. Table (8), data indicate that there is a causal relationship moving from the agricultural production variable to the variables of independent factors C (4), C (10), C (11) and C (12) due to the rejection of the null hypothesis.

**C-Two-way causal relationship:**

VEC Granger Causality/Block Exogeneity Wald Tests is used and that gave the same results of Wald Test where table (9) shows that there is a two-way causal relationship between (LnAP) and each of LnA and LnAEx, while there is a one-way causal relationship heading From (LnAIm) to (LnAP), as well as a one-way causal relationship.

**Table (8): Wald test results of the short-run causal relationship between independent and dependent variables during the study.**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Null hypothesis H0** | **Chi-square** | **Prob** | **the decision** | **Significance** |
| **C (4)=0** | 7.025265 | **0.008** | Reject null | A causal relationship |
| **C (5)=0** | 1.651811 | 0.1987 | Do not reject null | Lack of sufficient evidence of a causal relationship |
| **C (6)=0** | 1.060082 | 0.3032 | Do not reject null | Lack of sufficient evidence of a causal relationship |
| **C (7)=0** | 2.459375 | 0.1168 | Do not reject null | Lack of sufficient evidence of a causal relationship |
| **C (8)=0** | 0.086138 | 0.7691 | Do not reject null | Lack of sufficient evidence of a causal relationship |
| **C (9)=0** | 0.835028 | 0.3608 | Do not reject null | Lack of sufficient evidence of a causal relationship |
| **C (10)=0** | 5.977238 | **0.0145** | Reject null | A causal relationship |
| **C (11)=0** | 4.312425 | **0.0378** | Reject null | A causal relationship |
| **C (12)=0** | 5.81612 | **0.0159** | Reject null | A causal relationship |
| **C (13)=0** | 3.035623 | 0.0815 | Do not reject null | Lack of sufficient evidence of a causal relationship |

**Source:** - Prepared by the researcher based on the output of the Eviews program

**Table (9): Results of VEC Granger Causality / Block Exogeneity Wald Tests**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **H0** | **Chi-square** | **Prob.** | **the decision** | **Direction of causation** |
| Change in D (LnA) causes change in D (LnAP) | 7.625019 | **0.0221** | Reject null | D (LnA) → D (LnAP)←  |
| Change inD (LnAL) does not causes change in D (LnAP) | 2.613539 | 0.2707 | Do not reject null | D (LnAL) ─ D (LnAP) |
| Change in D (LnAIn) does not causes change in D (LnAP) | 0.965335 | 0.6171 | Do not reject null | D (LnAIn) ─ D (LnAP) |
| Change in D (LnAEx) causes change in D (LnAP) | 7.434216 | **0.0243** | Reject null | D (LnAEx) → D (LnAP)←  |
| Change in D (LnIm) cause the change in D (LnAP) | 6.385211 | **0.0411** | Reject null | D (LnAIm) → D (LnAP) |
| Change inD (LnAL) does not cause change in D (LnA)  | 1.878326 | 0.391 | Do not reject null | D (LnAL )─ D (LnA) |
| Change in D (LnAIn) does not cause change in D (LnA) | 2.622006 | 0.2695 | Do not reject null | D (LnAIn) ─ D (LnA) |
| Change in D (LnAEx) does not cause change in D (LnA) | 1.849925 | 0.3965 | Do not reject null | D (LnAEx) ─ D (LnA) |
| Change in D (LnAIm) does not cause change in D (LnA) | 1.899002 | 0.3869 | Do not reject null | D (LnAIm )─ D (LnA) |
| Change in D (LnAP) does not cause change in D (LnAL) | 3.719423 | 0.1557 | Do not reject null | D (LnAP )─ D (LnAL) |
| Change in D (LnA) does not cause change in D (LnAL) | 0.229679 | 0.8915 | Do not reject null | D (LnA) ─ D (LnAL) |
| Change in D (LnAIn) cause change in D (LnAL) | 11.87182 | **0.0026** | Reject null | D (LnAIn) → D (LnAL) |
| Change in D (LnAEx) does not cause change in D (LnAL) | 1.623093 | 0.4442 | Do not reject null | D (LnAEx)─ D (LnAL) |
| Change in D (LnAIm) does not cause change in D (LnAL) | 1.699371 | 0.4275 | Do not reject null | D (LnAIm )─ D (LnAL) |
| Change in D (LnAP) causes change in D (LnAIn) | 5.865367 | 0.0533 | Reject null | D (LnAP )─ D (LnAIn) |
| Change in D (LnA) causes change in D (LNAIn) | 3.017105 | 0.2212 | Do not reject null | D (LnA )─ D (LnAIn) |
| Change in D (LnAL) does not cause change in D (LnAIn) | 0.098947 | 0.9517 | Do not reject null | D (LnAL) ─ D (LnAIn) |
| Change in D (LnAEx) does not cause change in D (LnAIn) | 1.799583 | 0.4067 | Do not reject null | D (LnAEx )─ D (LnAIn) |
| Change in D (LnAIm) causes change in D (LnAIn) | 5.829612 | 0.0542 | Reject null | D (LnAIm)─ D (LnAIn) |
| Change in D (LNA) does not cause change in D (LnAEx) | 1.323461 | 0.516 | Do not reject null | D (LnA)─ D (LnAEx) |
| Change in D (LnAL) does not cause change in D (LnAEx) | 1.676664 | 0.4324 | Do not reject null | D (LnAL)─ D (LnAEx) |
| Change in D (LnAIn) does not cause change in D (LnAEx) | 0.613791 | 0.7357 | Do not reject null | D (LnAIn)─ D (LnAEx) |
| Change in D (LnAIm) does not cause change in D (LnAEx) | 1.625332 | 0.4437 | Do not reject null | D (LnAIm)─ D (LnAEx) |
| Change in D (LnAP) does not cause change in D (LnAIm) | 1.742955 | 0.4183 | Do not reject null | D (LnAP)─ D (LnAIm) |
| Change in D (LnA) does not cause change in D (LnAIm) | 2.296152 | 0.3172 | Do not reject null | D (LnA)─ D (LnAIm) |
| Change in D (LnAL) does not causes change in D (LnAIm) | 1.4743 | 0.4785 | Do not reject null | D (LnAL) ─ D (LnAIm) |
| Change in D (LnAIn) does not change in D (LnAIm) | 0.140744 | 0.932 | Do not reject null | D (LnAIn) ─ D (LnAIm) |
| Change in D (LnAEx) does not causes change in D (LnAIm) | 3.819653 | 0.1481 | Do not reject null | D (LnAEx) ─ D (LnAIm) |

**Source:** - Prepared by the researcher based on the output of the Eviews program

**6- Diagnosis of the study model:**

Standard problems of the model are detected by:

1. **Autocorrelation:-**

The null hypothesis is that there is no Autocorrelation and rejecting the null hypothesis when the probability value is less than or equal to 5%, which means an Autocorrelation between the study variables and vice versa. It is clear from table (10) that there is no problem of Autocorrelation and acceptance of Null hypothesis as the probable value is greater than 5%, at 0.150.

1. **Hetroskedasticity**:-

Null hypothesis states Hetroskedasticity. Rejecting the null hypothesis when the probability value is less than or equal to 5%, which means there is no Hetroskedasticity between study variables and vice versa. The data of Table (10) indicate that there is a Hetroskedasticity in the variability between the study variables and this is due to the high probability value of the model where it is 0.839.

1. **Normal Distribution of Residues:**

The null hypothesis is that the distribution of the Residues does not follow the normal distribution. Rejecting the null hypothesis when the probability value is less than or equal to 5%, which means that the residual distribution is not normal, and vice versa. It is clear from the table that the residues are distributed normally, where the probability value is greater than 5% at 0.0896 and this is shown in Figure (2).

**Table (10): Diagnosis of the study model by the detection of standard problems**

|  |  |  |  |
| --- | --- | --- | --- |
| **Test** | **Chi-square** | **Prob** | **the decision** |
| Autocorrelation  | 3.792372 | 0.1501 | There is no Autocorrelation |
| Heteroskedasticity  | 12.34392 | 0.829 | There is homogeneity in variance |
| Jarque –Bera | 4.824 | 0.0896 | Distribution is normal |

**Source:** Prepared by the researcher based on the output of Eviews program.



**Figure (2): To detect the diagnosis of the study model  Natural distribution test**

**7- Variance analysis test Variance Decomposition of (LnAP):**

The analysis of variance shows the relationship between variables and the effect of each in each other by determining the amount of variance in the prediction for each variable and the amount of return from the prediction error in the same variable and the amount due to the prediction error in other variables. Table (11) shows the analysis of the variance components of the value of agricultural production that about 100% of the prediction error in the variance is attributed to the same variable during the first period, and this percentage in the tenth year to 51.86%. It is also clear that the impact of crop area on the value of agricultural production is very weak and gradually decreases, it does not exceed 1.27%, and the impact of agricultural labor on the value of agricultural production is weak despite the gradual rise, but the impact does not exceed 1.76% as well as the impact of agricultural imports where it does not exceed 1.31%. As for agricultural exports and agricultural investments, they strongly affect the value of agricultural production where the values ​​of each rise gradually, which confirms that their results appear in the long term in influencing the value of agricultural production, which shows the relative importance of both agricultural exports and agricultural investments in agricultural production over time. This is confirmed by the results of the causality test.

|  |
| --- |
| **Table (11): Variance Decomposition of LnAP:** |
| **Period** | **S.E.** | **LnAP** | **LnA** | **LnAL** | **LnAIn** | **LnAEx** | **LnAIm** |
| 1 | 0.181797 | **100** | 0 | 0 | 0 | 0 | 0 |
| 2 | 0.220913 | **84.36033** | 4.83747 | 0.372453 | 5.254372 | 4.658896 | 0.516476 |
| 3 | 0.264313 | **76.92626** | 3.451484 | 1.50628 | 7.387036 | 9.608116 | 1.120822 |
| 4 | 0.321997 | **67.69627** | 3.0309 | 1.014952 | 6.590098 | 20.01245 | 1.655338 |
| 5 | 0.365907 | **62.32242** | 2.347129 | 1.02573 | 7.714573 | 25.23556 | 1.354585 |
| 6 | 0.398744 | **58.12901** | 2.020805 | 1.337655 | 8.065079 | 29.04676 | 1.400691 |
| 7 | 0.430266 | **55.50895** | 1.743853 | 1.573788 | 8.382594 | 31.36267 | 1.428154 |
| 8 | 0.461262 | **53.8162** | 1.565481 | 1.536765 | 8.382427 | 33.2613 | 1.437826 |
| 9 | 0.488166 | **52.63078** | 1.397929 | 1.633669 | 8.72254 | 34.26719 | 1.347883 |
| 10 | 0.512235 | **51.864** | 1.271257 | 1.755208 | 8.940509 | 34.8589 | 1.310124 |

**Continued Table (11):Variance Decomposition of LnA:**

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Period** | **S.E.** | **LnAP** | **LnA** | **LnAL** | **LnAIn** | **LnAEx** | **LnAIm** |
| 1 | 0.016312 | 0.64754 | **99.35246** | 0 | 0 | 0 | 0 |
| 2 | 0.024967 | 8.349981 | **90.05665** | 0.498305 | 0.173063 | 0.345291 | 0.576712 |
| 3 | 0.030347 | 6.927896 | **87.43598** | 3.684991 | 0.695568 | 0.861825 | 0.39374 |
| 4 | 0.033019 | 5.853348 | **86.14966** | 5.758064 | 0.788682 | 0.764997 | 0.685248 |
| 5 | 0.036639 | 4.951563 | **85.17247** | 6.245339 | 1.052013 | 1.431224 | 1.147394 |
| 6 | 0.042057 | 3.884543 | **80.71527** | 7.236864 | 1.395001 | 4.947548 | 1.820778 |
| 7 | 0.046862 | 3.414717 | **76.76034** | 7.785497 | 1.756916 | 8.195789 | 2.08674 |
| 8 | 0.051164 | 3.600368 | **72.99275** | 7.919325 | 2.187287 | 10.92702 | 2.373248 |
| 9 | 0.055533 | 3.814086 | **69.81655** | 7.908949 | 2.637578 | 13.0992 | 2.72364 |
| 10 | 0.060005 | 3.953283 | **67.1054** | 7.96898 | 3.0777 | 14.90343 | 2.991207 |
| **Variance Decomposition of LnAL:** |
| **Period** | **S.E.** | **LnAP** | **LnA** | **LnAL** | **LnAIn** | **LnAEx** | **LnAIm** |
| 1 | 0.020837 | 2.204146 | 0.335384 | **97.46047** | 0 | 0 | 0 |
| 2 | 0.026761 | 1.629787 | 0.216086 | **96.79209** | 0.018535 | 0.015432 | 1.328075 |
| 3 | 0.032875 | 1.396566 | 1.138389 | **85.27144** | 7.066217 | 4.081604 | 1.045782 |
| 4 | 0.037319 | 1.253725 | 2.237041 | **86.47601** | 5.776339 | 3.386955 | 0.869929 |
| 5 | 0.04254 | 1.322748 | 1.770312 | **83.36681** | 8.576556 | 2.95637 | 2.007205 |
| 6 | 0.046721 | 1.338038 | 1.486626 | **83.88404** | 9.042931 | 2.467697 | 1.78067 |
| 7 | 0.051486 | 1.195431 | 1.286077 | **83.55817** | 9.874239 | 2.119729 | 1.96635 |
| 8 | 0.055224 | 1.90148 | 1.370013 | **82.40249** | 10.41913 | 1.854071 | 2.052819 |
| 9 | 0.059312 | 2.056837 | 1.20557 | **81.34508** | 11.40091 | 1.71283 | 2.278767 |
| 10 | 0.063219 | 2.193142 | 1.077943 | **80.72321** | 11.83314 | 1.740009 | 2.432558 |
| **Variance Decomposition of LnAIN:** |
| **Period** | **S.E.** | **LnAP** | **LnA** | **LnAL** | **LnAIn** | **LnAEx** | **LnAIm** |
| 1 | 0.20259 | 42.78816 | 8.366731 | 5.33715 | **43.50796** | 0 | 0 |
| 2 | 0.271859 | 46.27054 | 10.86553 | 4.86881 | **36.12328** | 1.87182 | 1.95E-05 |
| 3 | 0.37604 | 41.93815 | 5.976895 | 2.546623 | **36.82159** | 7.559192 | 5.157546 |
| 4 | 0.459362 | 41.88778 | 4.018558 | 1.713753 | **37.69485** | 10.26617 | 4.418894 |
| 5 | 0.548225 | 39.05018 | 2.915641 | 1.416982 | **37.67139** | 14.5514 | 4.39441 |
| 6 | 0.636556 | 40.21229 | 2.532798 | 1.051224 | **36.21835** | 15.61252 | 4.37281 |
| 7 | 0.724675 | 39.76107 | 2.004545 | 0.834752 | **36.26636** | 16.54014 | 4.593136 |
| 8 | 0.80451 | 38.8949 | 1.637221 | 0.761352 | **35.91853** | 18.06535 | 4.722645 |
| 9 | 0.883085 | 38.59691 | 1.395644 | 0.688549 | **35.72868** | 18.84514 | 4.745073 |
| 10 | 0.956861 | 38.63348 | 1.238282 | 0.616065 | **35.45024** | 19.32491 | 4.737028 |
| **Variance Decomposition of LnAEX:** |
| **Period** | **S.E.** | **LnAP** | **LnA** | **LnAL** | **LnAIn** | **LnAEx** | **LnAIm** |
| 1 | 0.219715 | 0.952626 | 0.18102 | 0.554105 | 0.543988 | **97.76826** | 0 |
| 2 | 0.360068 | 2.809483 | 0.642592 | 0.510093 | 0.249377 | **95.5964** | 0.192055 |
| 3 | 0.506679 | 14.10191 | 1.04429 | 1.728496 | 0.183621 | **82.80728** | 0.134402 |
| 4 | 0.606466 | 15.5281 | 0.770897 | 1.86162 | 0.681707 | **81.03429** | 0.123378 |
| 5 | 0.693115 | 15.85883 | 0.594806 | 1.566342 | 0.893659 | **80.99141** | 0.094953 |
| 6 | 0.760708 | 17.58713 | 0.618503 | 1.740858 | 0.994006 | **78.93937** | 0.120126 |
| 7 | 0.818534 | 19.12043 | 0.642602 | 1.928709 | 1.136977 | **77.05851** | 0.112768 |
| 8 | 0.867352 | 19.77214 | 0.593583 | 1.979843 | 1.25349 | **76.29693** | 0.104016 |
| 9 | 0.912433 | 20.22325 | 0.558301 | 1.984644 | 1.333429 | **75.79411** | 0.10626 |
| 10 | 0.954529 | 20.68089 | 0.561178 | 2.036177 | 1.36619 | **75.23686** | 0.118704 |
| **Variance Decomposition of LnAIM:** |
| **Period** | **S.E.** | **LnAP** | **LnA** | **LnAL** | **LnAIn** | **LnAEx** | **LnAIm** |
| 1 | 0.201184 | 14.19741 | 5.597996 | 3.375659 | 23.52707 | 9.522869 | **43.77899** |
| 2 | 0.273045 | 13.97149 | 5.656441 | 3.033115 | 25.12724 | 20.66353 | **31.54818** |
| 3 | 0.322115 | 17.95007 | 4.315104 | 6.376768 | 24.23822 | 18.09581 | **29.02403** |
| 4 | 0.360767 | 16.32687 | 4.744497 | 6.077738 | 24.4769 | 20.79571 | **27.57829** |
| 5 | 0.401881 | 15.44248 | 4.795003 | 5.841252 | 25.06731 | 23.01544 | **25.83851** |
| 6 | 0.440694 | 16.05868 | 4.487127 | 6.332406 | 24.84047 | 22.84001 | **25.44131** |
| 7 | 0.474357 | 15.86234 | 4.353761 | 6.516566 | 25.13728 | 23.06913 | **25.06092** |
| 8 | 0.50441 | 15.80055 | 4.303837 | 6.670673 | 25.36199 | 23.15392 | **24.70902** |
| 9 | 0.533717 | 15.71322 | 4.252473 | 6.829643 | 25.5842 | 22.94192 | **24.67855** |
| 10 | 0.560922 | 15.54222 | 4.204126 | 6.918875 | 25.85196 | 22.83923 | **24.64359** |

**Cholesky Ordering: LnAP LnA LnALLnAIN LnAEX LnAIM**

**Source:** Prepared by the researcher based on the output of Eviews program.

For the details of the variance Decomposition for the effect of each of the independent variables individually on agricultural production value during study period please refer to table (11) in the above.

**8-Response Test:-**

It follows the time path of random response which the variables under study can be exposed to. A shock in one of the variables has an effect on the rest. Since the subject of the research is the factors affecting the value of agricultural production, therefore research is conducted on the impact of the Occurrence of individual shocks in external (independent) variables, and its effects on the internal variable of the value of agricultural production. In other words, the extent of the response of the value of agricultural production to the shocks associated with other variables as shown in Figure (3). For example, when there is a random shock in agricultural exports and agricultural investments and of same standard deviation, negative impact on the value of agricultural production in the first period and then show the positive effect of increasing and continuity in the future.
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**Figure (3): Response Analysis of the Study Model**

**Conclusion:**

From the study we could conclude the following results:

* The agricultural sector contributes about 15.92% of GDP; through the export of agricultural products, about 5.68% of total agricultural production in the study period.
* The results of the estimate in the traditional way show that there is a Spurious Regression in the estimation of the most important factors affecting the value of agricultural production because of the nonstationarity in the time series.
* In the modern way confirmed the existence of a cointegration relationship between the dependent and independent variables; Long-run equilibrium relationship; and the short-run adjustment speed for achieving the long-run equilibrium is 50.64% per year which means that agricultural production requires about 2 years to absorb the changes, and that 42.67% of the changes in the dependent variable at their logarithmic level are explained by listed independent variables.
* There is a long-run causal relationship between the independent variables listed in the model and dependent variable in their logarithmic level.
* A short-run causal relationship has also been shown from the changing agricultural production to crop area, agricultural exports and agricultural imports.
* Also a two-way causal relationship between the value of agricultural production and each of area and agricultural exports has been established. While there is a one-way causal relationship that tends from agricultural imports to the value of agricultural production.
* The study model is free from standard problems, i.e. there is no Autocorrelation but there is homogeneity in variance between study variables, and there is also normality of residuals distribution.
* The analysis of the variance components of the value of agricultural production shows that about 100% of the prediction error in variation is due to the variable itself during the first period, and this ratio in the tenth year is 51.86%.
* The value of both agricultural exports and agricultural investments strongly affect in the value of agricultural production since the irrespective values rise gradually, which confirms that their effect in the long run appear in influencing the value of agricultural production.
* Finally, the study shows that when agricultural exports and agricultural investments is hit by a random shock and a single standard deviation that negatively affects the value of agricultural production in the first period, then the positive impact of increasing and continuing in the future and this is explained by the fact that the increase in both agricultural exports and agricultural investments is leading to a significant increase in the value of agricultural production.
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