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**Abstract:** Big Data is generated in huge quantities and at tremendous speeds, and the vast majority of this big data is unlabeled datasets, unlike labeled datasets, which are very few and limited. The labeled dataset is organized and formatted which makes it easier to search and analyze. In contrast, an unlabeled dataset has no explanation, label, tag, class, or name for the features which makes it more difficult to process and analyses. For many researchers performing analytics on such Unlabeled vast data become challenging. This paper studied the effectiveness of utilizing a Clustering Algorithm Technique such as K-Medoids, K-Means, and Hierarchical to convert unlabeled datasets into a labeled form. The experiment results showed that the K-Medoids algorithm's performance is the best, followed by the Hierarchical algorithm and the K-Means algorithm, which are close in performance with a relative preference for the Hierarchical algorithm.
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**1. Introduction**

Supervised learning is the process of learning a prediction model using a set of labeled datasets. It is well known that prediction model accuracy often rises as more labeled datasets become available.

Labeled datasets are often difficult to collect since the labeling process is frequently done by experts in the field from which these data are extracted. On the contrary, unlabeled datasets are widely available because labeling is a time consuming and laborious operation.

Different researchers have used different methods to solve the issue of few and scarcity of labeled datasets, among these researchers were those who dealt directly with datasets by using methods for labeling unlabeled datasets.

The majority of previous studies used supervised learning in [1] [2], semi-supervised learning in [3] [4] [5] [6], and deep learning in [5] with a small quantity of labeled data and a large amount of unlabeled data to create and learn their models. In contrast, few studies used unsupervised learning in [7] [8] [9] [10] and deep learning in [10] with only unlabeled data in [7] [8] for creating and learning the models.

This study offers a completely human-free solution to this pressing problem (labeling datasets) using AI itself. In order to turn unlabeled datasets into labeled datasets, this research provides a novel method employing unsupervised learning (Clustering Algorithms). These algorithms were used in conjunction with preprocessing methods to produce models that demonstrated and validated the efficacy of utilizing clustering algorithms for labeling datasets.

The remaining sections in this paper are organized as follows: firstly, section 2 literature survey provides a theoretical background for studies that used different methods to solve the issue of the scarcity of labeled datasets. Secondly, in section 3 approaches, methodologies, algorithms, and methods were explained. Thirdly, in sections 4 and 5 experiment and results discussion explains the steps of the experiment for implementing the clustering algorithm and discusses the experiment's result. Finally, in section 6 conclusion and recommendations provides conclusions and suggestions that align with the study's major themes.

**2. Literature survey**

Through extrapolating and reviewing the studies related to the subject of this research, they can be divided into three paradigms as follows:

**A. Supervised Learning Paradigm**

Blum, A., et al. [1] used substituted labels by utilizing the structure between the patterns' dispersion to the various sensory modalities. Where, De Sa, et al. [2], used two supervised learning algorithms: co-training and multi-modality. Co-training makes use of two classifiers to learn from various views on the data**,** whereas multi-modality employs substituted labeling to assign labels to unlabeled data. Algorithms were evaluated on the tasks of classifying web pages and vowel recognition, and they were shown to be effective in achieving good performance even when there is a small amount of labeled data.

**B.Semi-Supervised** **Learning (with Deep Learning) Paradigm**

A variety of tasks, including information access, remote sensing image processing, natural language processing, and semi-supervised clustering, are covered in four publications[3][4][5][6]. Twenty distinct semi-supervised learning algorithms are proposed among the publications, using a range of methods including classification, clustering, and dimensionality reduction. In the publications, the suggested algorithms are tested on various real-world data sets, and it is demonstrated that the algorithms can achieve good performance even when there is a small amount of labeled data. Vittaut JN, et al. [3] used a limited quantity of labelled data with a larage number of unlabeled data. In [4] study, Forestier, G. et al. employed a small amount of labelled data together with unlabeled data in this study. Bouchachia, A. researcher in [5] used partially labelled data along with unlabeled data, while Pavithra, M., et al. [6] used high-dimensional sparse data and a small number of labelled examples as seeds while researchers in [5] employing semi-supervised learning and deep learning (neural networks).

**C.Unsupervised Learning (with Deep Learning) Paradigm**

In [7], AlBatati and Alarabi used only unlabeled data to train a K-means clustering algorithm. They then used the clusters to label the data. This approach was effective for labeling spatial data. In [8], Pius Owoh et al. used a combination of unsupervised and supervised learning to label unlabeled sensor data. They first used K-means clustering to cluster the data. Then, they used a support vector machine (SVM), K-nearest neighbor (KNN), and naive Bayes (NB) algorithm to classify the data. This approach achieved high accuracy in labeling the data. In [9], Tashfin Ansari et al. used only labeled data to train a K-means clustering algorithm. They then used the clusters to predict the labels of new data. This approach was effective for predicting the clusters of the IRIS dataset. In [10], Dara et al. used a self-organizing map to cluster unlabeled data and then inferred potential labels from the clusters. They also used a multi-layer perceptron (MLP) algorithm to train the model on both labeled and inferred data. This approach improved the performance of the MLP algorithm on a variety of benchmark tasks.

The issues raised in the study [1] [2] [3] [6] are the use of labeled datasets, even if their use is limited and small.It also brings attention to the absence of clustering algorithms in the papers analyzed. While in [6], the researchers discovered that clustering accuracy and performance significantly improved when co-training, multi-modality, and semi-supervised clustering algorithms were combined with labeled data.

In [4], the result was due to the predictive model for the labeled data and not due to the clustering algorithm used. In [5], a different clustering algorithm than the one used in this paper was used, and the performance of the model was improved by using the MLP pre-labeling method with only labeled data and not due to the used of clustering algorithms. In [7], a method for labeling unlabeled spatial data using the K-means clustering algorithm is demonstrated. In [8], unlabeled data was clustered using the K-means algorithm and then the outputs were used as labeled data to train three Supervised algorithms and the performance improvement was due to training the Supervised algorithms not due to the K-means algorithm. In [9], the K-means clustering algorithm was used on only one labeled dataset to demonstrate how to calculate the optimal K-value of clustering. In [10], a different clustering algorithm than the one used in this paper was used, and the result was thanks to the use of labeled data and the MLP algorithm.

By using clustering-based unsupervised learning algorithms, this research aimed to address the limitations of working with unlabeled datasets. The ultimate goal was to supply labeled datasets to artificial intelligence researchers so they could use them for productive research. It employed three Clustering-based unsupervised learning algorithms: K-Medoids, K-Means, and Hierarchical clustering algorithms on unlabeled data to identify patterns and group similar data points together, and then the clustering output was compared with the actual class label to obtain the best algorithm that achieved the highest accuracy. Table 1 (a) and (b) summarize the key differences between the methodology used in this paper and earlier research, and it serves as the primary justification for this scientific.

 **3. Clustering algorithms approaches**

This section gives an overview of Clustering Algorithms. It describes their uses, benefits, advantages, and disadvantages and how to implement and activate them.

Clustering is a type of unsupervised learning technique that seeks to group together instances that are strongly connected to one another in order to make instances from one cluster more comparable to those from other clusters [11].

This paper presents three clustering algorithms for unsupervised learning to convert unlabeled datasets into categorized datasets: K-means, K-Medoids, and Hierarchical clustering.

Table 1 (a). summary of previous researches and paper approach

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Previous Studies** | **Datasets selection** | **AI / ML methods** | **Algorithms** | **Difference from** **this paper** |
| Blum, A.,et al. [1] | Large set of unlabeled data +small set of labeled data | Supervised Learning | Co-Training(Naive Bayes) | Use labeled data+Supervised Learning |
| De Sa,et al. [2] | substituted label by utilizing the structure in between dispersion of patterns to the various sensory modalities | Supervised Learning | MULTI-MODALITY (NN labeling + Self-Supervised piecewise-linear) | Use labeled data+Supervised Learning |
| Vittaut JN, et al. [3] | small number of labeled data + large number of unlabeled data | Semi-Supervised Learning | CML+CEM | Use labeled data + Semi-Supervised Learning |
| Forestier, G. et al. [4] | limited labeled data+ unlabeled data | Semi-Supervised Learning | Nine different algorithms:SL + DL + CLM+ SRIDHCR + SCEC + RC + SK + CK + SLEMC | Use labeled data + Semi-Supervised Learning |
| Bouchachia, A. [5] | partly labeled data + unlabeled data | Semi-Supervised Learning&Deep Learning (Neural Networks) | 1- radial basis function network (RBFN)2- multi-layer perceptron (MLP)3- Pre-labeling based on nearest neighborhood for MLP4- clustering5- Gaussian mixture models based on the expectation-maximization (EM)6- Seeded clustering | Use labeled data+Semi-Supervised Learning&Deep Learning |
| Pavithra, M., et al. [6] | A small number of labeled examples + unlabeled examples | Semi-Supervised clustering | K-means clustering & Hierarchical clustering | Use labeled data + Semi-Supervised Learning |
| AlBatati, F. & Alarabi, L. [7] | only unlabeled data | Unsupervised Learning | K-means Clustering | Didn't use K-Medoids, and Hierarchical Clustering+Use K-means Clustering with only three preprocessing techniques+Use only one dataset |
| Pius Owoh, N., et al. [8] | Only unlabeled data | Unsupervised Learning and Supervised Learning | K-means clusteringandSupport Vector Machine (SVM) + K-Nearest Neighbor (KNN) + Naïve Bayes (NB) | Didn't use K-Medoids, and Hierarchical Clustering |

Table 1 (b). summary of previous researches and paper approach

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Previous Studies** | **Datasets selection** | **AI / ML methods** | **Algorithms** | **Difference from** **this paper** |
| Tashfin Ansari et al. [9] | Only labeled data | Unsupervised Learning  | K-Means Clustering | Use only labeled data with one dataset+ Didn't use K-Medoids, and Hierarchical Clustering |
| Dara, R. et al. [10] | unlabeled data +potential labeling inferred labeling from clusters | Unsupervised Learning& Deep Learning (Neural Networks) | A multi-layer perceptron (MLP)+Clustering  | Use labeled data + Unsupervised Learning & Deep Learning |



Figure 1. The steps of K-means Clustering algorithm [12].

**A. K-means Clustering algorithm**

The K-means clustering method represents every cluster by its associated cluster centroid. The technique would repeatedly use the following phases to split the input data into K-distinct clusters, see Figure 1 [12]:

Phase1: Assign each instance to its nearest centroid to create K-clusters.

Phase2: Recalculate each cluster's centroid.

**Measures of K-means algorithm Validity**

The Internal Validation Criteria (Unsupervised) measure is used to evaluate a clustering structure's quality without taking into account outside data. To begin, determine the number of the ideal clusters (K-value). K-class labels will then be created as a result of the K-means algorithm's division of the datasets into (K-clusters). This study employs the elbow technique to locate the elbow point by Sum of Square Error (SSE) measurement to identify the best cluster number (K-value) in the K-means algorithm. The SSE measurement's potential uses are depicted in (1) [13].

 (1)

In cluster *Ci*, *x:* data point, *mi:* its representative point

**B.K-medoids Clustering algorithm**

The K-Medoids algorithm, developed to address outliers in the k-means algorithm, uses actual objects to represent clusters, minimizing dissimilarities between objects, instead of using the mean value of objects as a reference point in a cluster. This makes it more robust to noise and outliers but is more computationally expensive. The Phases of K-Medoids algorithm are shown in Figure 2 [14]:

Phase1: Pick (k) randomly from the dataset; (k = clusters number).

Phase2: Each point of data is assigned to the cluster that contains its nearest medoid.



Figure 2. The algorithm of K-Medoids clustering [14].

Phase 3: For each data point in cluster i, the distinction from every other data point is calculated and then added. A point in an ith cluster is designated as the medoid when the calculated sum of its distances from other locations is at its smallest value.

Phase4: Repeat steps 2 and 3 as necessary to achieve convergence, which is when the medoids stop moving.



Figure 3. Bottom-Up Agglomerative Hierarchical algorithm [15].



Figure 4. Top-Down Divisive Hierarchical algorithm [15].

**Measures of K-medoids algorithm Validity (Internal Criteria)**

The Sum of the Absolute Error (SAE) measure is used to evaluate the quality of a clustering structure without taking into account external data. The elbow method can be used to find the optimal number of clusters (K-value) in the k-medoids algorithm by finding the point where the SAE measure starts to decrease rapidly. Equation (2) shows how the SAE measurement may be used [14].



 (2)

E: SAE to all dataset's objects p, oi: object's representative of Ci

**A.Hierarchical Clustering algorithm**

Hierarchical Clustering algorithm is a widely used method for understanding taxonomies, utilizing a dendrogram as a visual representation of nested clusters, which can be cut to any desired number of clusters [15]. Hierarchical clustering has two primary forms:

1- Agglomerative (Bottom-Up) Methods: Beginning with the points as independent clusters, the clusters' closest pairs are merged at each stage until only one cluster (or k-clusters) are left, see Figure 3 [15].

2- Divisive (Top-Down) Methods: Split one cluster at a time, starting with an all-inclusive cluster, until only one or k-clusters remain that each containing a single point, see Figure 4 [15].

**Measures of Hierarchical Algorithm Validity**

The External Validation Criteria (Supervised) measure is used to evaluate a clustering structure's quality by taking into account outside data.

**1) Entropy (Measurement of disorder):**

The degree to that every cluster contains of an instances from a single class. The possible smallest value for entropy is 0.0, which occurs when all objects in a cluster are from the same. In other words, there's no disorder in the cluster. The more considerable value of entropy, doing more disorder there is in the associated cluster [16].

**2) Purity:**

Another indicator of how many objects of a particular class are included in the same cluster. Purity levels near 0 indicate a bad cluster, whereas purity values around 1 indicate ideal clustering [16].

**D. Algorithms Metrics**

**1) Accuracy:**

The accuracy of a model is a measure of how well the model can classify new data. It is calculated by dividing the number of correctly classified test set tuples by the total number [16].

**2) Error rate:**

The error rate of a model is the proportion of test set data points incorrectly classified by the model [16].

**3) 𝐹-measure (F-score):**

Instead of using precision and recall separately, we can combine them into a single measure called the F1 score. The F1 score is calculated using the harmonic mean of precision and recall. This means it gives more weight to cases with high precision and recall [11].

Precision: calculated by dividing the number of correctly classified positive tuples by the total number of tuples classified as positive [11].

Recall: what percentage of positive tuples are correctly labeled [11].

**4) Homogeneity:**

A perfectly homogeneous clustering is one where all data points in a cluster have the same class label. Homogeneity measures how close a clustering algorithm is to this ideal [16].

**5) Completeness:**

A complete clustering is perfect if one in which all data points from the same class are clustered together. Completeness indicates how close to perfection the clustering algorithm is [16].

**6) V-measure:**

It is a measure of clustering quality based on homogeneity and completeness. It is a harmonic mean of these two measures, which gives more weight to homogeneity when they are close. V-measure is independent of the absolute values of the labels, which means that it does not change if the labels are permuted [16].

**4. Methodologies**

This section presents a novel approach to label unlabeled datasets by evaluating clustering algorithms on labeled datasets and providing experimental evidence of these algorithms' efficacy.

**A. Experiment Steps**

Figure 5 shows the experiment steps:

1. First, Downloading the dataset: This step involves the following actions: describe the dataset, display information about the dataset, and display the dataset attributes information.



Figure 5. The steps of the experiments to prove and confirm the effectiveness of using a clustering algorithm for labeling datasets.

1. Second, Data Exploration: Exploratory data analysis (EDA) is the initial step in data analysis, involving statistical and visualization methods to identify patterns and problems in the dataset, aiding in the selection of appropriate models or algorithms. This step involves the following actions: display the number of dataset instances, display the number of dataset attributes, and display a statistical summary of numerical attributes.
2. Third, Data Quality: This research identifies data quality issues in a dataset and suggests strategies to address them. Key strategies include: 1- removing missing values, assessing missing data values, and disregarding missing data; 2- removing Outliers which are data objects that interfere with data analysis; and 3- dealing with duplicate data, often from heterogeneous sources, which can be addressed without necessarily removing duplicate data.
3. Fourth, Data Preprocessing: Preprocessing techniques are applied to a dataset to improve its cost, quality, and time. These include feature subset selection, dimensionality reduction, discretization and binarization, aggregation, sampling, and feature creation. The goal is to reduce dimensionality, eliminate irrelevant features, convert data to ordinal attributes, and reduce data variability by incorporating multiple attributes into one new attribute.
4. Fifth, Applying Clustering Algorithms:The following operations are carried out on the dataset in this step, if required: build clustering models using the K-Medoids, the K-Means, and the Hierarchical algorithms, then measure the validity of these algorithms to find the best number of clusters.
5. Sixth, Comparing Cluster\_id with Class\_labels: This step compares the found Cluster\_id with actual Class\_labels by calculating the following metrics: Accuracy, Error rate, 𝐹-measure (F-score), Purity, and (Homogeneity, Completeness, V-measure), then comparing the four algorithms in the best metrics.

**B. Datasets**

This section descried Iris Dataset.

**1) Value of Data**

Fisher's Iris dataset, a well-known pattern recognition database, transformed the field by offering an extensive compilation of measurements for iris flowers. Three distinct species of iris flowers: setosa, versicolor, and virginica are the subject of this dataset. Nevertheless, mistakes in the dataset for example, the second and third features of the 38th sample, "4.9,3.6,1.4,0.1," and the fourth feature measurement in the sample, "4.9, 3.1, 1.5, 0.2" have been fixed in subsequent studie, enabling researchers to carry out additional analysis and create pattern recognition algorithms.

**2) Data Description**

Figure 6 shows a sample from the. The dataset contains three classes (setosa, versicolor, and virginica) of fifty instances each; each class refers to a certain kind of iris plant. The attribute "class of iris plant" is the prediction attribute [17].

**3) Attribute Information**

This dataset consists of 5 attributes: Attribute 1: sepal length in cm; Attribute 2: sepal width in cm; Attribute 3: petal length in cm; Attribute 4: petal width in cm; Attribute5: class attribute: (Iris Setosa, Iris Versicolour, Iris Virginica) [17].

A graph representing the "iris" dataset, which displays the distribution of instances based on attributes, and the attribute with more instances of beings than the others are shown in Figure 7.

Figure 6. A sample from "iris" dataset.



Figure 7. A graph describes the "iris" dataset.



Figure 8. A graph shows there are outliers in the dataset.

**5. Experiment and results discussion**

The procedures used in the experiments to demonstrate and validate the efficacy of labeling datasets using a clustering algorithm described in Figure 5, have been applied in this section.

A. Experiment

**1) First, Downloading the dataset**

It can download the "iris" dataset from the link in [17].

**2) Second, Data Exploration**

The number of instances: 150 instances; The number of attributes: 5 attributes; The number of class labels: 3; and a statistical summary for numerical attributes is displayed.

**3) Third, Data Quality**

Check whether the selected dataset has any data quality issues and choose suitable strategies to deal with any issue.

There are no missing values, but there are outliers in attribute 2, "sepal width" as seen in Figure 8; processed by dropping all instances with outliers, the number of instances after processing outliers becomes 149, and there are duplicate data, number of duplicate rows: 3, processed by dropping all duplicated data, the number of instances after processing repeated data becomes 146.

**4) Fourth, Data Preprocessing**

Feature Selection: no need to apply the feature selection technique, due to the small size of the data in terms of the number of attributes.

**5) Fifth, Appling clustering algorithms**

**a)Using K-Medoids algorithm**

The approach validated using the kneed python package and elbow method, determining the best K value which is three clusters, as illustrated in Figure 9.

**b) Using K-Means algorithm**

The approach validated using the kneed python package and elbow method, determining the best K value which is three clusters, as illustrated in Figure 10.

**c) Using Hierarchical algorithm**

The approach validated using purity and entropy metrics (lowest-value of entropy with highest-value of purity), determining the best K value which is four clusters , as illustrated in Figure 11.

**6) Sixth, Comparing Cluster\_id with Class\_labels**

**a) For K-Medoids algorithm**

Comparing the identified Cluster\_Id with the real Class\_Labels (Class attribute) is the next step. Table 2 shows the following values:

Accuracy= 93%; Error rate=7%; 𝐹-measure (F-score)= 93%; Purity= 0.93; Homogeneity= 0.80; Completeness= 0.80; and V-measure= 0.80.

**b) For K-Means algorithm**

Comparing the identified Cluster\_Id with the real Class\_Labels (Class attribute) is the next step. Table 2 shows the following values:

Accuracy= 89%; Error rate= 11%; 𝐹-measure (F-score)= 89%; Purity= 0.89; Homogeneity= 0.75; Completeness= 0.77; and V-measure:= 0.76.

**c) For Hierarchicalalgorithm**

Comparing the identified Cluster\_Id with the real Class\_Labels (Class attribute) is the next step. Table 2 shows the following values:

Accuracy= 89%; Error rate= 11%; 𝐹-measure (F-score)= 89%; Purity= 0.89; Homogeneity= 0.76; Completeness= 0.78; and V-measure= 0.77.

Figure 9. Find the best K value for K-Medoids algorithm using elbow method.

Figure 10. Find the best K value for K-Means algorithm using elbow method.



Figure 11. Find the best number of clusters for Hierarchical algorithm by using purity and entropy metrics.

**B. Results Discussion**

**1) Results Discussion of K-Medoids algorithm**

Comparing the metrics used in previous section for the K-Medoids algorithm, it is clear that Accuracy reaches 93% compared to the Error rate of 7%, and these are excellent rates so far. The metric of Purity (0.93) is close to 1, which is an excellent ratio, and the metrics of Homogeneity (0.80), Completeness (0.80), and V-measure (0.80) are close to 1, which is a very good ratio. Likewise, the metric of 𝐹-measure (F-score = 93%) points to an excellent ratio.

**2) Results Discussion of K- Means algorithm**

Comparing the metrics used in previous section for the K-Means algorithm, it is clear that Accuracy reaches 89% compared to the Error rate of 11%, which is a very good ratio so far. The metric of

Table 2. A comparison between the three algorithms based on the measures deduced from Experiment

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|  | **Acc.** | **Err.** | **F1** | **Purity** | **Homog.** | **Compl.** | **V-mes.** |
| **K-Medoids** | 93% | 7% | 93% | 0.93 | 0.80 | 0.80 | 0.80 |
| **K- Means** | 89% | 11% | 89% | 0.89 | 0.75 | 0.77 | 0.76 |
| **Hierarchical** | 89% | 11% | 89% | 0.89 | 0.76 | 0.78 | 0.77 |

Figure 12. Diagram of the three algorithms based on the metrics deduced from Experiment.

Purity (0.89) is close to 1, which is a very good ratio, and the metrics of Homogeneity (0.75), Completeness (0.77), and V-measure (0.76) are close to 1, which is a good ratio, relatively. Likewise, the metric of 𝐹-measure (F-score = 89%) points to a very good ratio.

**3) Results Discussion of Hierarchical algorithm**

Comparing the metrics used in previous section for the Hierarchical algorithm, it is clear that Accuracy reaches 89% compared to the Error rate of 11%, which is a very good ratio so far. The metric of Purity (0.89) is close to 1, which is a very good ratio, and the metrics of Homogeneity (0.76), Completeness (0.78), and V-measure (0.77) are close to 1, which is a good ratio, relatively. Likewise, the metric of

𝐹-measure (F-score = 89%) points to a very good ratio.

**C. Comparing algorithms in the best metrics**

Table 2 shows a comparison between the three algorithms based on the metrics deduced from Experiment and Figure 12 shows a diagram of the three algorithms based on the measures deduced from the experiment.

The Hierarchical algorithm and the K-Means algorithm are closely connected in performance with a relative preference for the Hierarchical algorithm, while the K-Medoids strategy performs the best overall, as shown in Table 2 and Figure 12. So clear that these techniques can be employed to convert unlabeled datasets into labeled datasets.

Finally, Figure 13 shows an image from the "iris" dataset after completing the experiment. It is clear from Figure 13 that a new attribute (Cluster ID) was added to the dataset after the completion of the experiment, which represents the cluster numbers based on which the dataset was divided using the clustering algorithms, which were compared with the actual class of the dataset by metrics of the clustering algorithm.

**6. Conclusion and future work**

This paper proposes a different solution and approach from related work by using unsupervised learning clustering algorithms for labeling datasets due to the strength of these algorithms, proven through multiple studies conducted on them [18] [19], in addition to the suitability of using them with unlabeled data because they not require a class label.

When comparing the result reached in this paper (thanks to the use of clustering algorithms) with the highest results in related studies, this research find the following: In [4], a higher result was obtained than that achieved in this paper, but it did not use all the clustering algorithms used in this paper, and the result was thanks to the predictive model for the labeled data and not because of the clustering algorithm used. In [5], an excellent result was obtained, and a different clustering algorithm than the one used in this paper was used, and the result was due to the MLP pre-labeling method using labeled data and not due to the clustering algorithms used. In [10], a higher result was obtained than that achieved in this paper, but used a different clustering algorithm, and the result was thanks to the use of labeled data and the use of the MLP algorithm. Even in the related works whose results were lower than those of this paper, the credit for obtaining those results was the use of algorithms other than clustering algorithms, such as co-training, Multi-Modality, Semi-supervised Clustering, Supervised algorithms, and Deep learning algorithms, as well as the use of other approaches different from the approach used in this paper, such as predictive model and MLP pre-labeling.

Experiments in this paper with K-Medoids, Hierarchical, and KMeans algorithms show that K-Medoids perform best, making it a viable solution for converting unlabeled data into labeled data.

Future work should explore alternative algorithms for K-Medoids, Hierarchical, and K-Means algorithms like DBSCAN (Density-based clustering) and C-means (fuzzy clustering) for multi-dimensional datasets, overcoming K-value determination issues and processing fuzzy multi-dimensional datasets. In addition to testing the best performance algorithm obtained in this paper on unlabeled datasets, with a detailed explanation of the steps to do this leading to converting the unlabeled datasets into labeled form.
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