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Abstract: Missing observations is one of the problems often encountered in data analysis. The remaining 
observations are either used or the missing ones omitted before the analysis is done. In the research, four estimators 
of linear regression model (OLSE, PRWE, COCR and HILU) with autocorrelated error terms of order one (AR(1)) 
were studied and the effect of missing observations on them was determined. The mid-range measure of location 
was adapted to estimating values and its performances were compared with the existing ones namely; Amelia, 
Hmisc, Arithemetic Mean, Median, Mice and Mid-Range. Monte Carlo experiments were conducted 1000 times on 
a linear regression model with three explanatory variables having autocorrelation values of 0.8, 0.9, 0.95, 0.99, 
0.999 and error variance of 4, 25 and 100 at five sample sizes namely; 15, 20, 30, 40 and 50. The study considered 
situation where there 1, 2, 3 and 4 missing observations on the dependent variable. The estimators were compared 
using the bias and mean square error criteria. Results show that the PWRE and COCR estimator are more efficient 
when there are missing observations or no missing observation. Replacing the missing observations with the 
estimated ones, the research identified the arithmetic mean, median and mid-range methods with PWRE and COCR 
estimator as better estimators. The results from real life data set also support these findings. 
[Yem Funky. Idrus. Missing observations is one of the problems often encountered in data analysis. Rep 
Opinion 2022;14(3):24-36]. ISSN1553-9873 (print);ISSN 2375-7205 (online). http://www.sciencepub.net/report. 4. 
doi:10.7537/marsroj140322.04. 
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I. INTRODUCTION 

One of the serious problems faced in data 
collection and analysis is missing observations. Nature 
does not always provide a complete data set, hence, the 
mechanism for observing time series may be imperfect, 
equipment failure, and human error or the disregarding 
of inaccurate measurements can introduce missing 
values. In statistics, analysis is expected to be carried 
out with complete observations. Where any observation 
is missing either by natural or human error, the missing 
values are either eliminated or estimated before the 
analysis is carried out. 

Analysis of time series data constitutes an 
important area of statistics especially in identifying the 
nature of the phenomenon represented by the sequence. 
However, missing observations in time series data are 
very common (David, 2006). This happens when an 
observation may not be made at a particular time, due 
to faulty equipment, lost records or a mistake, which 
cannot be rectified until later. When this happens, it is 
necessary to obtain estimates of the missing value for 
better understanding of the nature of the data and make 
possible a more accurate forecast (Howell, 2007). 

Most estimators can only be derived in a 
"large sample" context (asymptotic properties).For 
example, one estimation procedure may be chosen over 
another because it is known to provide consistent and 
asymptotically reliable parameter estimates in certain 

stochastic environments. When sample sizes are small 
and asymptotic formulae do not accurately represent 
sampling behavior, such reliance on asymptotic theory 
can lead to serious bias problems and low levels of 
inferential accuracy. 

Most practitioners had access to ordinary least 
square (OLS) software packages for estimating 
regression parameters in the 1960s, 1970s and early 
1980s, but not to nonlinear packages. This prompted 
researchers to devise clever analytical and /or iterative 
procedures that would allow practitioners to obtain 
results similar to those obtained by nonlinear 
procedures using OLS. As a result, there are numerous 
methods for estimating time series regression 
parameters. The use of each depends on assumptions 
existing in the model. For example, the error terms in 
time series analysis follow autoregressive of order one 
(AR (1)). Also, Cochrane Orcutt and PraisWinsten are 
among the estimators that become relevant. 

 In all domains of quantitative research, such 
as economics, medical, environment, life sciences and 
social sciences, the existence of missing values is 
unavoidable (Takahashi & Ito 2013). It has been 
proven that ignoring missing values can lead to biased 
estimates and incorrect conclusions (Guan & Yusoff, 
2011). In other words, an insufficient approach to 
handling missing data in a statistical analysis will result 
in incorrect estimates and inferences. In general, there 
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are ways of dealing with missing values known as 
traditional or modern approaches. Some commonly 
used traditional ways are listwise deletion and pairwise 
deletion. For imputation methods: mean imputation, 
hot-deck imputation, and stochastic imputation are 
some of the most commonly used (George et al. 2015). 
The modern approaches include those based on 
maximum likelihood and multiple imputations (Acock 
2005). Studies on handling missing values are largely 
for univariate or regression model data and the 
regression model parameters are the most popular.  

The most common method for estimating 
regression model parameters is to use the Ordinary 
Least Squares (OLS) estimator. For example, in a 
model where the observations occur at different times, 
the OLS estimates are far from their true values. 
Multicollinearity, auto correlated error terms, outliers, 
or their combined presence caused the OLS estimator 
to produce inaccurate estimates. Various authors have 
concentrated on the specific effects of each of these 
issues. The combined effect of multicolinearity and 
auto correlated error terms, for example, has gotten a 
lot of attention. Both developed a ridge estimator based 
on GLS and demonstrated its effectiveness. In the 
presence of AR (1) errors, we found an expression for 
the mean squared error (MSE) of ridge estimators. 
Collinearity and autocorrelation interact to inflate the 
MSE of OLS and ridge estimators, as shown in this 
expression. Provided adaptive ridge estimators based 
on generalized least squares (GLS) for regression 
problems with collinear independent variables and auto 
correlated errors, which were compared to the 
traditional OLS estimator. When the independent 
variables are related and serially correlated, GLS-based 
methods are the best. For multiple linear models that 
suffer from both autocorrelation AR (1) and 
multicollinearity, the two Stages Ridge Estimator was 
proposed. 

The autoregressive (AR) models are simple 
and widely used for modeling the generation of time 
series. It assumes that each observation in the time 
series is a noisy linear combination of some previous 
observations plus a constant shift. The simplest form is 
autoregressive of order one (AR (1)) in which the error 
term at present is related to the previous. This often 
common in econometric time series data. 
Consequently, it intended to estimate missing value in 
this study and determine its effects on estimator of 
regression model with AR (1).  

In the presence of first-order autoregressive 
disturbances, AR(1), and irrelevant measurement 
artifacts, we discuss the robust estimation of a linear 
trend from a noisy time series ��,��,...,��  of moderate 
size n. (outliers). The model is as follows:  

�� = μ + �(�− � − 1)+ ԑ� 
��	= 	�����	+ 	��               (1.2) 

where �	= 	1,...,�;					� = 2� + 1  and �� is 
the number of innovations produced by a white noise 
process with a mean of zero and a variance of σ2> 0. 
We interpret as the central level by centering time and 
assuming stationary errors, |φ| <1. In econometrics, the 
estimation of linear trends in the presence of AR(1) 
errors has gotten a lot of attention. A number of papers, 
for example, compare the efficiencies of the ordinary 
least squares (OLS), generalized least squares (GLS), 
first differences (FD), Cochrane-Orcutt (CO), and 
Prais-Winsten (PW) estimators for estimating the slope 
β, often under the idealized assumption that φ is known 
(see Kramer, 1980, 1982, Steman and Trenkler, 2000, 
and the references cited therein). Methods based on 
least squares, on the other hand, are extremely 
susceptible to outlier contamination. Simple, reliable 
alternatives become more appealing as a result of this. 
Davies, Fried, and Gather investigated the robust fitting 
of linear trends to data within a moving time window 
of moderate length n recently (2004). The central level 
µ is of primary importance in this context. They find 
Siegel's (1982) repeated median (RM) to be very 
suitable for trend estimation due to its robustness, 
stability, and computational tractability, based on a 
comparison of robust regression techniques. The 
ordinary repeated median, on the other hand, treats the 
data as independent, despite the fact that 
autocorrelations can produce monotonic data patterns 
that resemble time-varying trends. 

In this paper, we look at whether the repeated 
median can be improved when there is AR(1) noise. 
Simultaneous estimation of the autoregressive and 
trend parameters using robust regression is one option. 
Rousseeuw and Leroy (1987) and Meintanis and 
Donatos (1988) proposed robust regression techniques 
for fitting AR models to data with a constant level 
(1999). Preliminary estimation of followed by trend 
estimation from transformed data is another approach. 

 
METHODS. 

In this chapter, the process of analyzing the 
data to provide insight into the phenomenon of using 
another approach to determine effect of missing value 
estimation methods on estimators of AR (1) model 
were discussed in line with the aim and objectives of 
the study. 
3.1 The proposed method of estimating missing 
observations  

Mid-range Approach: Mid-range determines 
the number that is halfway between the minimum and 
maximum numbers of a data set. It is a statistical tool 
that identifies a measure of center like mean, media or 
mode. The formula is given as:  

     (3.1) 
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3.2 Simulation Study  
The linear regression model with three explanatory 
variables and error terms following AR (1) is used for 
simulation study. This is given as:  
 yi = �0+�1i xi+	�2i xi+	�3i xi+µi                             (3.2) 

where µi = �µi-1 + �i  

The i was generated to follow normal distribution as i 
~ N (0, 2), 2 = 4, 25, 100 and  the error terms of the 
model was generated following the idea of Ayinde 
(2008) and Ayinde and Olaomi (2008) assuming the 
process start from infinite past and continue to operate. 
That is,  

µ1 =
��

� ����
                                                (3.3) 

 and µ1 = �µi -1+ i  , i=2, 3, …, n (=15, 20, 30, 40, 50)  
Each of the regressors was generated as: xi ~ 

N (0, 1) and the regression coefficients were taken as 
(0, 0.1, 0.5, 0.9). The autocorrelation values were be 
taken as 0.8, 0.9, 0.95, 0.99, and0.999. The value of the 
dependent variables were then determined and the 
experiments perform 1000 times.  

Missing values (1 missing, 2 missing, 3 
missing and 4 missing) were created in the dependent 
variable for the five sample sizes as shown in Table 3.  

 
Table 3.1: Missing observations at various sample size in the study 

s/n Sample Size (n) 
15 20 30 40 50 

1      
2      
3 Missing     
4  Missing    
5      
6 Missing  Missing   
7      
8  Missing  Missing  
9 Missing     

10      
11      
12 Missing Missing Missing  Missing 
13      
14      
15      
16  Missing  Missing  
17      
18   Missing   
19      
20      
21      
22      
23      
24   Missing Missing Missing 
25      
26      
27      
28      
29      

SS30      
31      
32    Missing  
33      
34      
35      
36     Missing 
37      
38      
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39      
40      
41      
42      
43      
44      
45      
46      
47      
48     Missing 
49      
50      

 
 
3.3 Methods of Missing value used in the Study  
i. Amelia 
ii. Hmisc 
iii. Arithmetic mean: 
iv. Median 
v. Mice 
vi. Mid-range 
 
3.4 Estimators Used in the Study  
The following estimators of AR (1) were used in the 
study 
i. Ordinary Least Square Estimator by Friedrich 
Gauss (1795) 
ii. Cochrane Orcutt Estimator by D.Cochrane 
and G.orcutt (1949) 
iii. Prais Winsten Estimator by Winsten (1954) 
iv. Hildreth Lu Estimator by John Lu(1960) 
The above estimation methods were be applied to the 
simulated data when there was no missing value, when 
there was 1 missing value, 2 missing values, 3 missing 
values and 4 missing values; and furthermore, when the 
missing values were estimated with the techniques 
outlined in 3.3. 
 
3.5 Criteria for comparison of estimators 

Bias (b ˆ) =│ 
�

����
∑����

��� ∑ (b	̂	�
��� ij - bi)│,(Bias 

closest to zero) 

MSE (b ˆ) = 
�

����
∑����

��� ∑ (b	̂�
��� ij - bi )

2 

Having estimated the criteria above for each 
of the estimators, then, at each level of autocorrelation, 
error variance and sample size, all the estimators were 
ranked. The number of times each estimator is best 
(rank first) was then counted over the levels of 
autocorrelation (5) and error terms (3). Thus, a total of 
fifteen (15) counts are expected. An estimator with the 
highest frequent is considered to  
3.6 Application to real life Data 

A data set with autocorrelation problem was be used. 
Missing values were created following the idea in the 
simulation study. The estimators were compared using 
the Adjusted co-efficient of determination. 
 
CHAPTER FOUR 
RESULTS AND DISCUSSION 
4.0 Introduction 

In this chapter, the results of our investigation 
and findings are discussed. In section 4.1, results 
showing performances of the estimator at different 
levels of autocorrelation when there is no missing value 
are presented and discussed. In section 4.2, the 
performances of the estimators with missing values are 
presented and discussed. In section 4. 3, the missing 
values were estimated and replaced and the estimators 
were then used for estimations and the results 
compared.  
4.1:  Results When There No Missing Value 

The sample of simulated results when n= 15 is 
presented in Table 4.1 From Table 4.1, it can be seen 
that the biases of the estimators are very close to zero 
except for the OLS estimator when the autocorrelation 
level is very close to 1 and error variance is large. 
Moreover, the OLS estimator is known to unbiased in 
the present of autocorrelation.  

Furthermore, it can be seen that the most 
efficient estimator is either the PRWE or COCR. 
Having counted the number of time each estimator has 
closest bias to zero and minimum MSE over the levels 
of autocorrelation and error variance, Table 4.2 was 
obtained. 

From Table 4.2, it becomes clearer that the 
most efficient estimator is either PRWE or COCR 
estimator. Moreover; the HILU estimator does compete 
in term of bias the PRWE and COCR estimator. 
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Table 4.1: Bias and Mean Square Errors Of The Estimators When Sample Size (N) = 15 

        
   4  25  100 

AUTOCORRELATION 
VALUE ESTIMATORS BIAS MSE BIAS MSE BIAS MSE 

0.8 OLS 0.0126466 2.6245 0.0316165 16.4034 0.063233 65.6137 

 PRW 0.0286749 1.0194 0.0716873 6.3711 0.1433746 25.4842 

 COC 0.0233685 1.0445 0.0458075 6.0569 0.0756956 25.926 

 HIL 0.0056333 6.1119 0.0140832 38.1992 0.0281663 152.7966 

        

0.9 OLS 0.0851593 4.076 0.2128983 25.475 0.4257966 101.9001 

 PRW 0.0128821 0.9409 0.0322052 5.8809 0.0644105 23.5237 

 COC 0.0075995 0.9694 0.0298416 6.0374 0.068413 24.1419 

 HIL 0.1535423 11.3091 0.3838557 70.6816 0.7677114 282.7263 
        

0.95 OLS 0.0518346 6.4468 0.1893135 43.6869 0.378627 174.7475 

 PRW 0.0226275 0.8271 0.0113946 5.7376 0.0227891 22.9504 

 COC 0.0354493 0.84 0.0264328 6.6534 0.0402514 23.1802 

 HIL 0.003002 19.6856 0.0330642 133.0802 0.0661284 532.3209 

        

0.99 OLS 0.0539855 32.2796 0.1349638 201.7475 0.2699275 806.9898 

 PRW 0.01324 0.8251 0.0331 5.1571 0.0662001 20.6283 

 COC 0.0168035 0.8301 0.0455327 5.1737 0.0938757 20.6846 

 HIL 0.0468575 105.8797 0.1171439 661.7479 0.2342877 2646.9916 
        

0.999 OLS 0.7696498 309.1603 1.9764535 1899.6917 3.3353271 6786.7315 

 PRW 0.0126483 0.843 0.0228359 5.1729 0.0076086 18.9007 

 COC 0.0100016 0.8384 0.0168484 5.139 0.0050401 18.7633 

 HIL 0.0601007 1023.8692 0.1586344 6288.2485 0.4787131 22466.7809 
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TABLE 4.2: Frequency of Estimators with minimum Bias and MSE When counted Over levels of Autocorrelation 
and Error Variance: No missing value 
Sample Size Estimator Bias MSE 

15 

OLSE 0 0 
PRWE 6 11 
COCR 5 4 
HILU 4 0 

20 

OLSE 4 0 
PRWE 7 10 
COCR 4 5 
HILU 0 0 

30 

OLSE 2 0 
PRWE 4 5 
COCR 6 10 
HILU 3 0 

40 

OLSE 0 0 
PRWE 3 6 
COCR 7 9 
HILU 5 0 

50 

OLSE 3 0 
PRWE 2 15 
COCR 10 0 
HILU 0 0 

4.2:  Results When There are Missing Values 
The summary of the performances of the estimators at different sample sizes and the number of missing 

observation is presented in Table 4.3. This is further expressed graphically in Figure 4.1A and 4.1B. 
From these, it can be observed that even though the estimators competes in term of bias the performances 

of the OLSE estimator gets better with increased number of missing values. The PRWE and COCR estimator are 
generally more efficient than the OLSE and HILU.  
 
TABLE 4.3: Frequency of Estimators with minimum Bias and MSE When counted Over levels of Autocorrelation 
and Error Variance: Missing values 

  
BIAS MSE 

0 1 2 3 4 0 1 2 3 4 

15 

OLSE 0 0 2 1 7 0 0 0 0 0 
PRWE 6 2 0 8 3 11 10 1 1 10 
COCR 5 7 8 6 4 4 5 14 14 5 
HILU 4 6 4 0 1 0 0 0 0 0 

20 

OLSE 4 8 0 3 3 0 0 0 0 0 
PRWE 7 6 8 8 7 10 7 14 9 0 
COCR 4 0 7 4 2 5 8 1 6 15 
HILU 0 1 0 0 3 0 0 0 0 0 

30 

OLSE 2 2 0 1 4 0 0 0 0 0 
PRWE 4 4 5 4 5 5 11 9 11 10 
COCR 6 9 10 10 6 10 4 6 4 5 
HILU 3 0 0 0 0 0 0 0 0 0 

40 

OLSE 0 3 1 0 3 0 0 0 0 0 
PRWE 3 4 9 11 3 6 11 4 12 8 
COCR 7 6 5 4 7 9 4 11 3 7 
HILU 5 2 0 0 2 0 0 0 0 0 

50 

OLSE 3 3 1 2 2 0 0 0 0 0 
PRWE 2 2 6 4 4 15 15 7 10 10 
COCR 10 10 6 9 8 0 0 8 5 5 
HILU 0 0 2 0 1 0 0 0 0 0 
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FIGURE 4.1A: Frequency of Estimators with minimum Bias When counted Over levels of Autocorrelation and 
Error Variance: Missing values 
 

 
FIGURE 4.1B: Frequency of Estimators with minimum MSE When counted Over levels of Autocorrelation and 
Error Variance: Missing values 
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4.3:  Results When Missing Values are replaced 

The results of the performances of the estimators and the methods of estimating missing values are 
presented in Figure 4.1, 4.2, 4.3 and 4.4 
 
 
 

 
 

FIGURE 4.2A: Frequency of minimum MSE of the Estimators with Methods of Missing value estimation When 
counted Over levels of Autocorrelation and Error Variance: One Missing Value 

 
FIGURE 4.2B: Frequency of minimum MSE of the Estimators with Methods of Missing value estimation When 
counted Over levels of Autocorrelation and Error Variance: Two Missing Values 
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FIGURE 4.2C: Frequency of minimum MSE of the Estimators with Methods of Missing value estimation When 
counted Over levels of Autocorrelation and Error Variance: Three Missing Values 
 

 
FIGURE 4.2D: Frequency of minimum MSE of the Estimators with Methods of Missing value estimation When 
counted Over levels of Autocorrelation and Error Variance: Four Missing Values 
 

The figures clearly suggest the use of 
Arithmetic mean, median and less frequently, the 
proposed mid-range approach with PRWE or COCR 
estimator for estimation after replacement. 
4.4:  Application to Real Life Data Set 

This dataset covered the products in the 
manufacturing sector of Iraq in the period of 1960 to 
1990. It has been used by Hussein and Abdalla (2012) 
and it covered variables on product value in the 

manufacturing sector(Y), value of imported 
intermediate (X1), imported capital commodities (X2) 
and value of imported raw materials (X3). The results 
of the analysis with the estimators when there is no 
missing observation and when the two missing 
observations invoked and replaced after their 
estimation are presented in Table 4.4. From the table, it 
can be summarily observed that using median to 
estimate missing value and using the PRWE is best. 
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TABLE 4.4: Results from real life data analysis 

No. of 
Missing value 

Estimators C X1 X2 X3 Other Statistics 

0 OLSE 208.885 
(42.9851) 

0.612954 
(0.654327) 

1.25626 
(0.271925) 

-1.22126 
(1.50334) 

Adj. R2= 0.988484 
DW= 0.904749 

PRWE 333.597 
(143.786) 

0.501528 
(0.389629) 

1.15766 
(0.231033) 

-1.43049 
(0.940812) 

Adj. R2= 0.992865 
DW= 2.043961 

CORC 603.138 
(248.741) 

0.437879 
(0.373264) 

1.12239 
(0.22204) 

-1.4042 
(0.898111) 

Adj. R2= 0.993194 
DW= 2.146318 

HILU 610.048 
(254.096) 

0.43704 
(0.372892) 

1.12124 
(0.221882) 

-1.40271 
(0.897195) 

Adj. R2= 0.993194 
DW= 2.148401 

2 replaced 
With AM 

OLSE 336.517 
(97.2732) 

0.358215 
(1.48071) 

1.11515 
(0.615352) 

0.0975355 
(3.40199) 

Adj.R2= 0.938122 
DW= 2.027536 

PRWE 337.957 
(94.5313) 

0.335769 
(1.49471) 

1.13920 
(0.603578) 

0.013522 
(3.4228) 

Adj.R2= 0.938228 
DW= 1.953999 

CORC 356.776 
(97.5827) 

0.252294 
(1.50587) 

1.17665 
(0.608323) 

-0.0291947 
(3.44130) 

Adj.R2= 0.937483 
DW= 2.009507 

HILU 356.776 
(97.5827) 

0.252294 
(1.50587) 

1.17664 
(0.608323) 

-0.0291932 
(3.44130) 

Adj.R2= 0.937483 
DW= 2.009508 

2 replaced 
With Median 

OLSE 290.668 
(69.8220 ) 

0.459775 
(1.06284 ) 

1.17415 
(0.441695) 

-0.462568 
(2.44192) 

Adj.R2= 0.968322 
DW= 1.817586 

PRWE 289.883 
(72.2049) 

0.481429 
(1.04815) 

1.15398 
(0.450599) 

-0.406537 
(2.41809) 

Adj.R2= 0.968395 
DW= 1.906611 

CORC 308.345 
(74.6763) 

0.410028 
(1.05039) 

1.18648 
(0.452302) 

-0.453849 
(2.41835) 

Adj.R2= 0.968388 
DW= 1.982154 

HILU 308.345 
(74.6774) 

0.410036 
(1.05039 ) 

1.18647 
(0.452305) 

0.45383 
(2.41834) 

Adj.R2= 0.968388 
DW= 1.982187 

2 replaced 
With Mid-

range 

OLSE 346.010 
(129.042 ) 

0.695165 
(1.96430) 

1.39905 
(0.816323) 

-2.86220 
(4.51306) 

Adj.R2= 0.895662 
DW= 2.166209 

PRWE 347.477 
(120.398) 

0.695596 
(2.00087) 

1.43418 
(0.776501) 

-3.0832 
(4.56211) 

Adj.R2= 0.896721 
DW= 1.991374 

CORC 365.096 
(124.625) 

0.611666 
(2.02609 ) 

1.47082 
(0.786911) 

-3.11549 
(4.61084) 

Adj.R2= 0.894514 
DW= 2.025356 

HILU 365.096 
(124.625) 

0.611666 
(2.02609) 

1.47082 
(0.786911) 

-3.11549 
(4.61084) 

Adj.R2= 0.894514 
DW= 2.025356 

 
 
CHAPTER FIVE 
RESULTS AND DISCUSSION 
CONCLUSION AND RECOMMENDATION 
Conclusion and Recommendations 

Out of the four estimators of linear regression 
model with autocorrelation error terms considered, 
PWRE and COCR estimator are more efficient. 
Replacing the missing observations with the estimated 
ones by the method of arithmetic mean, median and 

mid-range with PWRE and COCR estimator provide 
better results.  
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